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ABSTRACT

This thesis considers the automatic generation control
(AGC) problem in electrical power systems. The aim is to
closely regulate the mismatch between real power generation
and consumption so as to maintain the frequency and/or
tie-line power interchange within the scheduled values.

A review of existing literature on techniques of AGC
reveals that the problem of poor transient performance in
terms of large overshoots and relatively long settling time
is still unresolved. In addition the existing AGC strategies
are not robust in the sense that they are sensitive to
parameter variations and extraneous disturbances impinging
on the system.

In this thesis, a new approach to the design of
automatic generation control schemes for electrical power
systems is proposed. The new approach, which is based on
the theory of variabie structure systems (VSS), exploits
the concepts of generalised eigenstructure assignment and
unit vector control to synthesize a controller that guarantees
asymptotically stable sliding motion with prescribed tran-
sient behaviour. Such a variable structure automatic genera-
tion control (VSAGC) scheme is inherently robust, in the
sense that, when sliding, the system acquires invariance
properties with respect to parameter variations and distur-
bances.

An interactive computer aided design software package
is also developed for the implementation of the proposed

AGC design approach - on an industry standard Pc-AT
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microcomputer. The package is designed to provide the
software part of an overall computerised scheme for the
AGC of electrical power systems,

- The performance of the proposed AGC strategy is
illustrated by application to models of the Nigerian power
system, Simulation results lndlcate that the VSAGC scheme
yields better system performance than the existing technlque.

It is concluded that the proposed VSAGC scheme provides
an effective means of controlling the frequency and/or tie-
line power deviations, and thus, improving the dynamic

performance of electrical power systems.
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CHAPTER ONE

Electric power has become a basic requirement for
modern life, since, most industrial and socio-economic activi-
ties, the world over, are heavily dependent on electric
energy. Indeed, the availability of electricity supply in
any locality signifies the first step towards its eventual
industrialization. This is in addition to improving the
guality of life of the people.

Electric power is obtained from generating stations
which are usually remote from the consumption centre. The
common generating sets utilize hydro, steam, gas oOr nuclear
energy to produce electricity and are conventionally connected
together to form what is called a power system. (1],

The primary duty of an electric power system is to
supply the power demanded by all the connected loads, in the
most efficient manner. Here, efficiency is a function of
the economics of system operation. However,“the supplied
power must, in addition to continuity, conform to certain
minimum requirements with regards to quality, such as constant
voltage and constant frequency. This is because every
electrical equipment is designed to operate at a given voltage
and/or frequency within specified tolerance limits. The
guality sPecificatioﬁ'on contemporary power systems is made
more stringent by the advent of computers and allied machinery
with their tight tolerance limits. In order to derive the
best service from these equipment, it is vital that the

quaiity of power supply be maintained high.



The issue of poor quality of power supply‘in Nigeria
has been a source of concern for some time nowé’ Erratic power
supply has been known to cause severe damages to domestic
and industrial egquipment as well as lead to the loss of man-

hours by industries.

Table 1.1 shows the number of recorded collapses occurring in
the Nigerian power system between 1985 and 1389 [2]. A
partial collapse of the system means that at the grid level
part of the system is totally disconnected from the grid.

The disconnection creates a mismatch between real power
generation and consumption. Such a mismatch results in a
change in the grid frequency which if not arrested promptly
may result in a total system collapse {1] .

The major motivatio; of this work is to investigate the

causes of these collagses and find solutions te the erratic

power supplv problem in Nigeria.

TABLE L.l

YEAR TOTAL SYSTEM PARTIAL TOTAL NUMBER OF
R COLLAPSES _______ SYSTEM COLLAPSES__DISTURBANCES ___
1985 14 34 48

1986 1L 3 L4

1987 20 13 33

1988 14 8 22

1989 15 9 24



The quality of power supplied by a given power system
may be ensured in two ways:

(a) The installation of several generating plants scattered
all over the power system area, such that, for any fault,
there still remains enough readily available generating
capacity to maintain stability.

{b) The selection of appropriate control strategy, such
that any fault is arrested fast enough to forestall a
sustained degradation of the nominal voltage and/or frequency.

In Nigeria, the issue of increased generating capacity
has gained a lot of attention. Thig is evidenced by the
recent coﬁmissioning of a hydro - plant at Shiroro, Niger
State and a gas plant at Sapele, Bendel State. Nevertheless,
the performance of the Nigerian power system has not improved
much.

One likely reason for the persistent poor performance
of the Nigerian power system is the near total neglect of
its control structure - which is yet to benefit from the
advantages of automation. A situation where the present
control structure is largely manual calls for urgent steps
towards formulation of a suitable automated technique. This
is one of the main motives behind this thesis.

In its simplest form, the power system control problem
entails finding the best way to match power generation with
consumption. Since electric power is a complex quantity,
studies reported in the technical literature have shown that
changes in the reactive power generation of electric genera-

tors affect, essentially only the voltage, while changes in



the real power generation affect, essentially, only the
system frequency [3-4]. This property has made it possible
to divide the power system control problem into two separate
control channels: the megavar - voltage control channel which
regulates the reactive power balance and the megawatt -
frequency control channel which maintains the real power
balance in the system. The problem of controlling the reac-
tive power output of electric generators so as to maintain
the scheduled voltage level is often referred to as excita-
tion control. The control of real power balance in the
system so as to maintain the scheduled frequency is the
subject matter of this theéis and therefore, requires further
elaboration.

In the early days of power system development, each
electric power generator fed an isolated load. Then the
primary control action of the speed governor was sufficient
fo regulate the real power balance in the system and maintain
the frequency constant. Later it was found that optimum
economy and high reliability could be achieved by paralle-
11ing the generators into 'a grid network [3]. Grid operation,
however, introduces more control problems, the most stringent
of which is that the grid frequency be maintained at a
npminal value, For example, this norminal value is 50Hz in
Nigeria.

The need for frequency constancy arises simply because
if the generators in a grid network operate at different
frequencies, the units at higher frequencieé will tend to
drive the units at lower frequencies as motQrs. This could

have consequencies as severe as total system collapse.



Secondly, synchronous clocks which are connected to the
system will develop time errors if the frequency deviates
from the nominal value. Finally, other frequency dependent
equipment such as synchronous and induction motors connected
to the system will malfunction, should the frequency
fluctuate, For these reasons any deviation of frequency
from the nominal value must be restored as fast as possible.
However, it was found that the collective action of
the speed governors of the connected gene?ators failed to
maintain the grid frequency constant [32]. Instead, when-
ever there existed a change in load demand, each speed
governor reacted accordiné to its droop characteristics in
an attempt to restore the real power balance in the system.
The result was that the system stabilized at a new frequency

different from the nominal value. Thus, a secondary control

%EEEQB+_re£e£:ed_tq as Automatic Generation Control (AGC) or

Load Frequency Control (LFC)_had to be introduced to

supplement the primary control action of the speed governors.

In situations where .two or more power systems are inter-
connected together via tie-lines, the AGC action is also
needed to maintain the scheduled tie-line power interchange
within specified limits. Equally important is the fact that
decisions on unit commitment which result in economic load
dispatch (ELD) are implemented by the AGC equipment [32].
Reference 1 defines automatic generation control as:
"The regulation of the power output of electric generators
within a prescribed area in response to changes in system
frequency, tie-line loading or the relation of these to

each other, so as to maintain the scheduled system frequency
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and/or the established interchange with other areas within
predetermined limits."” |
Note that in power system control terminology, a power system
is referred to as a "control area". Also, throughout this
thesis, AGC and LFC are used interchangeably.

Since frequency fluctuations are known to constitute
a major cause of power system collapse [5], the AGC action
must be fast so as to minimise frequency transients. The
quantitative measure of AGC performance is in terms of the

following specifications:

(1) The static frequency error following a load
change should be zero.
(ii) The transient frequency swings should not exceed
0.05H2z from the nominal value, under normal

operating conditions.

(iii) The settling time {(i.e the duration of the

transient swings) should not exceed 10 seconds.

For the purposes of this thesis, two additional qualitative

figures of merit are considered viz:

(iv) The AGC scheme should be robust so as to cope
with operating point variations. In other words,
the AGC performance should remain acceptable in
terms of the above three specifications inspite

' of changing system parameters.

(v) The AGC scheme should have a simple structure.
This will enhance its practical implementation
and reduce its operating time which, otherwise,

would increase the deadband effects in the system.



A literature survey undertaken in the course of this
thesis [29-60] shows that the current AGC scheme used by
industry consists of a proportional plus integral [PI]
controller which has a simple structure and achieves zero
static frequency deviation. With the emergence of cheap and
versatile computers, a digital foxm of the PI controller has
recently been built into a computerised control structure
commonly called an energy management system (EMS) (6-7]. An
EMS consists of a central control computer - usually located
at the power control centre - connected to several remote
terminal units linked with a supervisory control and data
acquisition (SCADA) system. The EMS basically performs load-
frequency control in the most efficient manner by incorporating
such other functions as economic load dispatch (ELD),Optimum
power flow (OPF) and security (contingency) analysis. During
normal system operating state when the frequency deviation
from the nominal value is small, of the order of 0.5Hz, the
EMS performance is satisfactory. However,. experience from
prolonged use of EMS shows that it fails during emergency
situations when the frequency deviation is large [69,70].

The failure of EMS during emergency ﬁas been attributed
to two major reasons f69]. First, emergency situations
demand for a quick and accurate decision making process and
conventional EMS is not equipped with any decision making
facility. Secondly, the PI action which éerforms the load-
frequency control function is known to have poor transient
performance in terms of large overshoots and relatively long
settling time, of the order of 20 - 40 seconds. Due to the

long settling time, the frequency fluctuations persist long
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enough to energise under-frequency relays which operate to
cut off some parts of the system. In consequence, loss of
synchronism may occur, leading to system collapse.

The answer to the guestion of an intelligent EMS is
currently being sought via the use of artificial intelligence
{(AI) techniques, especially knowledge based expert systems
[69 - 72]. However, the issue of poor transient performance
of PI controllers, hitherto used for AGC, still remains
problematic and the need exists for more research into the
possibility of developing a viable alternative AGC scheme

with better performance. This is one of the major i ves

_of this thesis.,

T
Studies undertaken on the Nigerian power system in the

course of.this research show that, the load-frequency control
scheme is completely manual, [4]; relying on telephone
instructions from operators at the National Control Centre
(NCC) Osogbo, to others at remote generating stations. A
brief description of the procedure is as follows. An operator
at NCC constantly observes the grid frequency recorder.
Whenever the meter records a sustained deviation from the
nominal frequency of the order of 0.4Hz, the NCC operator
telephones a colleague at a remote generating station asking
him to change generation by a specified amount. If the known
reserve capacity of one generaﬁing station is not enough to
cover the required generation change, the NCC operator will
telephone another generating station asking it to absorb some
percentage of the change in load demand. Meanwhile the NCC
operator relies solely on experience to be able to estimate

the required generation change corresponding to a given



frequency deviation and thus, there could be a period of
trial and error before the frequency finally returns to

normal.

It is clear from the above description that the manual
load-frequency control procedure is subject to human limita-
tions with the result that it is inaccurate and open to
abuse. The scheme is also subject to various time delays,
including; telemetering time; time for the NCC operator to
take a decision and the response time of the power station
operators. Since pure time delay in a control system is known
to cause severe instability, it is not surprising that the
perfommance of the Nigerian power system is in such a poor
state as shown in table 1.1. The need for improvement can,
therefore, not be over-—emphasized.

Given the background of poor performance of PI controllers
for AGC and the dire need of the Nigerian power industry for
a suitable scheme, this thesis aims at proposing a new
strategy for the automatic generation control of electrical
power systems., The new scﬁeme, which derives from the theory
of variable structure system (VSS), is suitable for incorpora-
tion into present day EMS design to enhance its performance
during lﬁige frequency deviations.

A variable structure control system (VSCS) belongs to
a class of non-linear systems with a structure that varies
according to a prescribed switching logic. By so doing, it
is able to adopt a certain type of motion called the sliding
mode during which it acquires invariance properties to plant

parameter variations and a measure of disturbance rejection
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capabilities. Apart from the inherent simple structure and
robustness of VSCS, its choice for AGC is further informed
by the following reasons: first of all, the advent of new
design techniques coupled with advances in electronics has
greatly facilitated the practical realisation of sliding mode
[50]. Secondly, VSCS seems to be a natural way of exploiting
the use of the new power electronic¢ components which operate
in the switching mode only. Finally, the practicability of
VSCS has been amply demonstrated for a wide range of indus-
trial plants which include amongst others; robot manipulators
[51 - 55], metal cutting machine tools and electrical drives
[56 - 60},

The objectives of this thesis can be summarised as

follows: -

i} To propose a new strategy, based on the theory
of variable structure systems, for the automatic
generation control of electrical power systems,
which will greatly improve on the performance of

the presently used PI control scheme.

ii) To develop a computer aided design tool for on-
line synthesis of the proposed variablé structure
automatic generation control (VSAGC) scheme on an

industrial standard PC-AT micro-computer.

iii)  To develop a digital computer simulation tool for

the performance evaluation of the VSAGC scheme.

iv) To develop an AGC model of the Nigerian power
system suitable for the application of modern

control theory to achieve frequency regulation.
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v} To design a VSAGC scheme for the Nigerian
electric power system and evaluate its

performance using digital computer simulation.

iv} To undertake a comparative study of the VSAGC
scheme and the conventional PI-AGC strategy

using digital computer simulation.

This thesis is organised as follows: A review of existing
and/or proposed strategies for AGC is presented in chapter
two with a view to highlighting their fine qualities and
setbacks. It is revealed that the VSAGC scheme is in the
fore front of all the other strategies. Also presented is the
basic concept of VSCS as well as its existing design techniques
for automatic generation control schemes, so far reported in
the technical literature. This review is necessary so as to
expose the shortcomings of existing design methods for VSAGC
schemes and justify the need for an alternative procedure
which is proposed in this thesis. Furthermore, VSS theory is
relatively new in the western literature and is not yet common
in English texts,

The proposed VSAGC design procedure is outlined in
chapter three where digital computer simulation studies are
employed to show its superior performance. A computer aided
design package for the synthesis and performance evaluation
of the proposed VSAGC scheme is described in chapter four.

In chapter five, three AGC models of the Nigerian electric
power system are proposed, representing three possible operating
strategies, Then,the proposed VSAGC strategy is synthesised

_—-""J
for the Nigerian power system.based on each of the developed models.
il ik s el
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Simulation results are presented showing the behaviour of

the system under different operating conditions. For the

sake of comparison, simulation results are also presented
showing the performance of the Nigerian power system under
the conventional proportional plus integral automatic genera-
tion control (PIAGC) scheme., Based on the achievements of
this thesis, suitable conclusions and recommendations are
made in chapter six. Also included are suggestions for

further work.
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CHAPTER TWO

Skt T o T S S S S (e S e Sl T S S Sk S SN S S S U G R W N TS . e S ek S O S Sy e

2.1 Introduction:

A —— i —

The task of automatic generation control (AGC) entails
the generation of an actuating (or control} signal that acts
on the speed changer of electric generators, with the sole
purpose of restoring the frequency and/or tie-line power
interchange to the scheduled values. This is in response to
signals representing frequency and/or tie-line power devia-
tions from the.nominal values.

A typical AGC channel is represented by the block
diagram of Fig.2.1, for a system with one tie-line (32].
Usually a group of generating plants (4 in this case) within
the power system are selected for the purposes of AGC. These
plants must have their speed changers linked with the AGC
equipment which is located at the power control centre. The
generation commitment on such plants must also be such that
they can easily take up excess load in the system, in order
to offset deviations in frequency and/or tie-line power. Now,
signals representing frequency and tie-line power deviations

are measured and after appropriate transduction, are fed to

the AGC equipment. The signals are then processed into a real-

power generation - command signal which is shared among the

selected plants according tofg_pgggcribed distribution logic.
The nature of the distribution logic is dependent on the

relative capacities of the selected plants, as well as their
respective rate of change of geneﬁgtion. Finally, the control

signal transmitter ensures that each selected plant receives
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its own fraction of the command signal.

Based on the performance specifications listed in
chapter one, the goal of any design technique for an AGC
scheme, is how best to generate a command signal that gives
the best frequency and/or tie-line power control performance,
in terms of low overshoots, short settling time and zero
steady-state error. This chapter reviews both the existing
and proposed automatic generation control strategies with a
view to highlighting the contrel principles utilized and the
limitations of each scheme.

In chapter one, a manual procedure for frequency control
as being practised in Nigeria and some other'industrialising
countries of the world is described. It is easy to see that
the scheme is grossly inadequate. This necessitates the need
for a strategy that is compatible with the present state of
power system automation. The limitations of the manual scheme
are so obvious that further review of the procedure in this
chapter is unnecessary. Only the autémated techniques are,
therefore, reviewed.

For ease of presentation, the existing and proposed AGC

schemes are classified into the following broad categories:-

i. Proportiocnal control
ii, Proportional plus integral (PI) control
iii. Optimal control and

iv. Variable structure control

The review presented bhelow follows the above order.
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2,2, Proportional Control

The basic principle of proportional control action for
frequency regulation is that; given a change in load demand

ﬁPD resulting in a corresponding change in frequency Af, then,

an actuating signal proportional to Af is set up. This signal
acts on the speed changer of electric generators causing a

change AP in real power generation equal to AP,. The fre-

G
quency is, thus, restored to the nominal value. The total

change in generation AP, required to cancel a frequency offset

G
Af is conventionally called the Area Control Error (ACE) or

the Area Reguirement. Expressed mathematically;

ACE = AP, = RAf (2.1)
AP

where R = "D (Megawatts/Hertz) is termed the "frequency
Af

regulating characteristic" of the power system. The actuating
signal is therefore proportional to the area control error
{ACE) .

The initial realization of proportional control action
for AGC was implemented by the use of zero - droop governors
[32]. The technigue is that some of the large machines in a
power system are made to possess flat or isochronous load-
frequency characteristics by setting their speed droops to
zero. In this way the real power output of each unit will
continually change in response to a frequency deviation until
either the frequency is restored to nominal value or the
machine reaches the high/low limit of its capacity. Generating
units selected for this duty have their governors heavily

damped so as to reduce their speed of response especially to



17

cyclic locad changes.

The quality of freguency regulation with this arrange-
ment is maintained by selecting some other suitable generating
units to play a supporting role to the zero-droop machines.
The speed droop on these machines is made fairly large, say
5 to 8 percent and the damping reduced as much as possible,
consistent with machine stability. The support machines can,
therefore, respond faster to frequency swings and thus, aid
the zero - droop machines_by absorbing the more rapid system
load swings. Figure 2.2a shows the combined characteristics
of the zero-droop and support machines while Fig.2.2b and ¢
show. their respective kilowatt recoxds,

The above arrangement can render adequate frequency
requlation provided the master machines are kept within their
regulating range. This latter provision requires the opera-
tors to continually adjust the load on the other machines to
prevent the zero - droop units from bumping against their
high/low generation limits. Furthermore, contemporary power
consumers expect a rather close control on system frequency
and this may not be feasible if operators need to frequently
adjust generation manually to restore the controlling machines
to their requlating range. As a result of these difficulties,
it was found necessary to install supplementary freguency
regulating equipment as an integrél part of conventional power
systems [2,32].

Supplementary frequency control equipment, of the pro-
portional type, consists of a transducer - amplifier arrange-

menﬁ which is capable of adjusting the real power output of
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selected generating units in response to frequéncy deviation
from the nominal value. Now, the operators need not adjust
system load manually to protect the units on frequency regula-
-tion. However, the response of the proportional controller

is deliberately made slow to prevent the controller from
responding to cyclic load swings like switching actions, for
instance. Since these load swings occur randomly throughout
the day, there seems to exist intemittent intervals of
frequency swings associated with proporfional control schemes.
This tends to undermine the integrity of the proportional
control action for frequency regulation.

One other setback of the proportional control scheme 1is
the presence of a steady-state error, which implies that the
frequency cannot be restored fully to the scheduled value
after a deviation. This static frequency error has been found
to be responsible for large time errors in synchronous clocks
and occasional malfunction of constant frequency motors (331,
The time error in a synchronous clock is known to be propor-
tional to both the frequency error and its integral. This
further explains the poor perfommance of the proportional
control scheme, Finally, the proportional control strategy
was found to be unsuitable for interconnected power systems.

In order to minimise these shortcomings, there ‘arose the

- need for an alternative AGC scheme.

2.3 Proportional Plus_Integral (PI) Control

et o T A kS D S R e S v S A S ———— g -

It is well known in control systems theory that the

existence of a steady-state error can be eliminated by adding
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an integrator to the control loop. Therefore, in order to
reduce the static frequency and tie-line power deviation to
zero, there is need for an AGC scheme that genérates a
command signal which is proportional to the area control
error (ACE) as well as its integral. Such a scheme has been
developed in the form of proportional plus integral automatic
generation control (PIAGC)-action - [2, 21, 22, 31 - 34].

The current industrial standard for AGC is the use of
a PI control scheme. Though early implementations of PI
schemes for AGC were analog in form, the emergence of energy
management systems [EMS] in power system operation [7], with
central control computers, has forced recent PI realizations

. to be in digital form. In which-ever mode it appears, the
basic principle is that the AGC equipment generates a control
signal which is proportional to the area control error (ACE)
as well as its integral. This control signal is then distributed
to the speed changers of the selected generating plants, for
generation adjustment.

The fundamental advantage in using PIAGC is that the
static frequency error and tie-line load deviation (where
applicable) following a step load change, must always reduce
to zero. This is because, as long as there remains a frequency
error and/or tie-line load deviation, the integrator output
will confinue to increase and thus,the speed changer position only

;attains a constant poSitién when the ACE has been reduced to zero [31-34].

In studying the performance of power systems under

"k PIAGC, it has become necessary to derive analytical models

describing the dynamics of the power system plant. Three
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models, representing different operating strategies have been
widely used in the technical literature [3, 21-22, 33-34].
These are briefly described below so as to enhance the under-
standing of the methodology for the performance evaluation

of PIAGC schemes.

2.3,1 The Power System Model

So far in the technical literature, three possible

operating models have been assumed for a given power system

viz:
(i) single control area dominated by hydro-powered
electric generators [22, 34] (See Fig.2.3)
(ii) single control area dominated by steam-powered
electric generators [21, 33-34] (See Fig.2.4)
(iii) multiarea interconnection with each area

dominated by either hydro or steam powered

electric generators [21-22,33-34] (See Fig.2.5)

The purpose of the dominance assumption is to allow
for a lumped circuit representation whereby a given control
area is represented by an equivalént governor and turbine.
In practice, a control area may consist of both hydro and
steam-powered plants, although, one type may play a dominant
role in the selection of suitable plants for AGC. However;™
comparison of simulation results with field tests {271 has
confirmed that this assumption has no adverse effect on the

use of these models.
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In general, the power system is modelled'bf its power
balance eguation whiéh relates tne mismatch in power genera=
tion and consumption to the change in aqcelerating power
and frequency. Each of the governor and turbine is basically
represented by a single time constant T, and Tt/Tm with
little modifications for special applications. For instance,
in Fig.2.3, the hydro-governing system has an additional time
constant T, due to the temporary droop arrangement. Alterna-
tively, the steam turbine in Fig.2.4 has an additional time
constant T_, due to the reheat facility. The feedback effect
of the goverhor is represented by the gain R™'. The inter-
connected system, Fig.2.5 has an additional feedback signal
AP, from the tie-line power deviation with the result that

the area control error becomes

ACE = Ri Af  + APt . (2.2)

Since the authors assumed that the system is exposed to small
changes in load ©f the order of 0.0lp.u during its normal

operatioh, +he linear model will be sufficlent to describe its

dynamics. Also, the actual values of the parameters are depen-

dent on the particular system under consideration.

2.3.2 Method of Analzsis

The technigue employed in evaluating the PIAGC perfor-:
mance in7olves setting up the component equations representing
the transfer function of each block, on an analog or digital

computer. For the single area cases, the command signal u

is given by

b a e AR e & R
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ult) = =k, fof dt (2.3)

where k, is the integrator gain'. In the case of the two area

.interconnection, each command signal has the generdl

form:- '

Il

u1(t) -K f(APt + B1Af1)dt' (2.4a)

g1

uz(t) —ng I(APt + Bzﬁfz)dt (2.4b)
where Kg is the overall integrator gain and g is the frequency
bias parameter. The value of B must be selected such that

each area is autonomous with.re5pect to regulating its own
frequency. One of the golden rules guiding interconnected power
system operation is that each area must be capable of satisfy-
ing its own load [34].

| All the investigators quoted-above had taken the dis-
turbance signal to be a step change in load demand of 0.01 per
unit. The choice of 0.01 p.u is informed by the fact that,
under normal operations, load variation in a power system is
not expected to go beyond this value. How true this assumption
is in the case of the Nigerian power system will be discussed

in chapter 5.

Simulation studies of the PI controller performance for
AGC as applied to the three models presented earlier have
been widely reported in the technical literature [21-22,

33-34, 65, 67, 73]. In reference 21, for. ekxample a two-area
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interconnection consisting of steam dominated areas is
considered. Reference 22 considers two types of double area
interconnections, one consisting of two hydro-deminated areas
while the other is made up of one steam-and one- hydro -
dominated area similar to Fig.2.5. In each case, curves
showing the exqursions of frequency and tie-line power devia-
tions are presented. The performance assessment is in terms
of the maximum frequency and tie-line power deviations, the
duration of their transients (i.e settling time) as well as
their static values (i.e steady-state error}.

The results show that the maximum frequency deviation
following a step load change of 0.01 pu is about 0.8Hz on the
average with a settling time of about forty seconds. The
corresponding maximum tie-line power deviation measures about
one hundred and seventy percent of the change in load demand
with a settling time of sixteen seconds. The values for the
frequency response are even higher for single area systems
considered in references 33 and 34 using static conditions
and in references 65 and 67 using dynamic_state analysis. The
effect of nonlinearities such as speed governor deadband [73],
water hammer effect [22] and generation rate constraints [67]
on PIAGC performance have also been studied. Also studied
are the effects of variations in some plant parameters as
well as larger load demand changes [21, 34]. The results show
that the PIAGC performance deteriorates in all the cases
mentioned above.

However, all the investigators agree that the static
frequency and tie-line power deviation are zero. This fact,

coupled with ease of practical implementation due to its
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simple structure, may have informed the continued use of
PIAGC in the power system industry till today.

In assessing the performance of PIAGC based on the
specifications listed in chapter 1, two serious shortcomings
are observed viz: large initial frequency and/or tie-line
power deviations and relatively long settling time. But some
of the investigators have revealed that these characteristics
are proportional to the magnitude of the step change in load
demand. [22-23,34], Therefore, for emall change in load demand,the PIAGC
renders acceptable service in regulating the frequency and tie-line power.

However, for load demand changes of the order of 0.01pu
or more, the survival of the system is likely to be threatened.
Take for instance, a frequency relay set at #1.0Hz from the
nominal value with a time delay of 50 seconds. If the magnitude
of the load disturbance is higher than 0.01 pu, there is the
possibility that the maximum frequéncy deviation will remain
above 1.0Hz for up to 10 seconds, thus energising the frequency
relay. Secondly, since load disturbances occur randomly, a
change in load demand may occur while the frequency transient
due to a previous disturbance is yet to settle. The result is
a much larger frequency deviation such that can energise the

frequency relay. In both cases, the consequences may: be as

severe as a partial or total system collapse which is undesirable.

Based on the above analysis, the need arises for an AGC
scheme that can minimise significantly the shortcomings of

the integral gontroller.
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2.4 OPTIMAL CONTROL STRATEGY

The initial attempt at optimizing the performance of
load-frequency controllers was via the so-called classical
optimization scheme which sought to determine the optimum
integrator gain for the area control errors and frgqueﬁcy
bias settings [28,33]. Usually thé Integral of Squared

Error (ISE} criterion is used. This is defined as

]

I = (Ap:; + gAf?)dt (2.5)
where 4P, and Af are the tie~line power and frequency
deviations respectively. The parameter o is a weighting

factor which determines the relative penalty attached to the
tie-line power error and frequency error respectively. The

use of ISE necessitates that the responses APt. and Af
éorresPQnding to a given pair of integrator gain Kg and bias
setting B be found. Upon substitution into equation (2.5),

the integral is evaluated to obtain a value which is a

function of the parameter pair Kg and 8. |

The particular values of Kg and 8 which render eqn, (2.5) a
minimum represent the optimum parameter settings. In effect,

the classical optimization scheme simply "fine-tunes" the

PI controller for a given set of opérating conditions. Should
these conditions change, (and this is usual with power systems},
the optimum parameters become sub-optimal or even non-
conforming, resulting in poor controller performance.
Furthermore, even with the 6ptimum parameters, the performance

of such a PI controller is still not very different from that
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described in the last section in the sense that all the
earlier listed AGC performance specifications are not met.
Clearly the parameter - optimized PI controller cannot provide
the much needed alternative to conventional AGC strategy.
Continued interest in the dynamic aspects of load frequency
control stimulated the application of modern 0p£imal regulator
theory based on state-space technigues, to the solution of

the AGC problem [29,30,39 - 46]. Here, by stating the system
performance-speeifications in terms of a quadratic cost
function, a-unique linear optimal feedback law could be
determined which minimizes the system cost. Stated mathema-
tically, the basic optimal regulator problem is that, given

a linear time - invariant plant modelled in the state space

form as:

';g(t) = ax(t) + B ul(t) : (2.6)

where x eimn, u e Efl; A and B are constant matrices with
Ae R™ and of B e I *m , it is required to determine a

linear state feedback controller

uld= - Kxf3) (2.7)

where K is mxn constant optimal gain matrix, such that the

integral quadratic cost function

x

J=47, [x'(£)Q x(t) + u' (£) R u{t)]dt {2.8)

is minimised, Here Q is nxn positive semi-definite symmetric

state cost weighting matrix (i.e Q = o' > o} where the super-

g:_script" represents vector or matrix transpose and R is mxm
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positive definite symmetric control cost weighting matrix
(L.e R = R' > 0). The values of Q and R determine the rela-

tive importance of the errors in the system states and the
.

expend%?ufe of energy by.the control signals. A finite J
implies'éhat %X, u*oast +=. IfKcan he determined
such that J is minimized, then the control u = -Kx(t) is
optimal for any initial state x{o). A direct method of deter-
mining K is by substituting eqn. (2.7) for u into eqns. (2.6)

and (2.8) to obtain the pair

%
n

-]

foif(o + K'R K)x dt (2.10)

J

If there exists a positive definite real symmetric matrix

v such that

x' (Q + K'RK)x = - %E [x'Vx] (2.11)
or <0+ KRK)x = =~ &'vx - x V& ' (2.12)

then, substituting for % from eqn. (2.9) we have that

x' (0 + R'RRK)x = - %' ((A-BK )V + V{A=-BK)Ix (2.13)

Since this equation must be true for all %, it follows that,

(A - BK)'V + V(A - BRK) = =(Q + K'RK) {(2.14)

This is often called the Lyapunov's matrix equation or the

matrix Ricatti equation.
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If (A~-BK) is a stable matrix [4], there -exlsts a positive
definite symmetric matiix V which satisfies eqgn. {(2.14). By

defining the matrix R as

where S is non-singular, eqn.(2.14) can be written as

(A - B K')V+V(a-BK) +Q+K S SK=o0

or
' v =1 0 1, =11 -1
A'V + VA + [SK-(S ) 'BV] [SK~- (S ) 'BV]-VBR V+Q = 0
{(2.16)
The minimization of J with respect to K requires the
minimization with respect to K of the expression
1 I_1l! '_,11
x [SK=(S ) BV] [SK - (8) 'BVIX (2.17)

Since this value is non-negative, the minimum occurs when

expression (2.17) equals zero, i.e when
sk = (s) ' 8'v (2.18)
Thus
_ _1 1 ._1 [} _ _1 ]
K= S (§) BV=R BV (2.19)

Note that the matrix V must satisfy eqn. (2.14) or the reduced

order matrix Ricatti equation

1

-1 !
A'V + VA - VBR BV +Q =0 (2.20)
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From the above development, it is clear that the optimal
controller design procedure is very complex, requiring a

lot of computer time and space. This is in contrast to the

pI controller case with a simple structure. Furthermore, the -
parameters of the optimal controller are strongly dependent
on the coefficient of the quadratic performance index. A
major difficulty of the linear optimal control approach is
the fact that there exists no practical guidelines for the
selection of the coefficients of the performance index. Little
wonder therefore, that all the proposed optimal control
schemes for AGC are yet to be practically implemented.
References [29,39-40) proposed a linear optimal feedback
controller with infinite final time via the solution of the
algebraic matrix Ricatti equation. Usually, because of the
infinite final time, the system transient frequency deviation
may not be effectively-regulated. The use of Kalman filter

to estimate some of the unmeasurable states while assuming
that the locad demand is constant but uﬁknown was reported by
some investigators [30,41]. In the same spirit, reference

42 replaced the Kalman filter with a Luenbeger observer to
avoid the necessity of specifying generally unavailable
statistical data. Optimal load tracking employing aspects of
stochastic control theory was also reported in reference 46,
However, the problem of robustness remains unsolved, that is;
how does the performance of the optimal controller remain
optimum in the face of changing conditions? Since the power
system is nonlinear with parameters varying with system
operating conditions, it seems that optimality is a "temporary"”

property of the so-called optimal load-frequency controllers.
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2,5 VARIABLE STRUCTURE CONTROL

The essential feature of a variable structure system
(vSS) is the ability to assume different structures depending
on the region of the state space in which the system's
operating point is located. Control systems based on VSS
theory are often referred to as variable séructure control
systems (VSCS). The nature of VSCS is such that the generally
nonlinear system is provided with a means of automatically
switching from one control structure to another according to
a prescribed switching logic.rAt the point where the control
function changes structuré, the differential equations
describing the system's dynamics have discontinuous right hand
sides. This creates a discontinuity subspace of the system's
state space usually referred to as a "switching manifold".

A variable structure control system may, therefore, be
regarded as consisting of a set of continuous subsystems of
prescribed struétures, each operating in a given subspace of
the entire state space. The combination of these structures
according to a predetermined switching logic, ensures the
exploitation of the useful properties of each of the structures
and possible creation of new properties not present in any of
the structures. One such new property is the sliding motion.
This occurs when the system's state is constrained to move
along the switching manifold because all motion in the neigh-
bourhood of the manifold is directed inwards (i.e towards the
manifold). If the control form selected is such that this
motion occurs on the intersection of all the switching manifolds,

the system is said to be in the sliding mode and is, then,
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equivalent to a system of lower order termed the "egquivalent
system". Also,while sliding, the systém dynamics are determined
by the characteristics of the sliding_subsPace and are there-
fore, ideally insensitive to parameter variations and
extraneous disturbances. As a result, variable structure
systems are made to operate in the sliding mode only. Indeed,
it is the deliberate introduction of a sliding mode in the
system that forms the core of all the design algorithms for
conventional vsSs [8 - 16].

‘Tn recent times, VSC techniques have been proposed for
the solution of diverse probléems arising in electrical power
systems [61 - 68]. References 61 to 64 dealt with the VSC
approach to the excitation control problem, aimed at minimizing
the adverse effect of the voltage regulator when the system
operates with negative damping torgue. On the other hand, the
authors of references 65 to 68 proposed VSC techniques for
the solution of.the AGC problem. This section presents the
design techniques for variable structure automatic generation
control . (VSAGC) schemes proposed in references 65 - 68 and
reveals the gualities that place VSAGC schemes in the fore
front of other AGC stratégies discussed earlier. This section
also highlights areas where the present design procedure for
VSAGC need improvement.

In order to enhance the understanding of this presenta-
tion, a brief review of VSS theory is included. The review
explains the basic concept of VSS and derives mathematical
conditions for such VSS properties as sliding mode and

invariance to plant parameter variations and extraneous dis-

turbances.
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Consider a plant described in the phase canconical form

as

i1 = X, (2.21)

"
(&
"

-a2x2 - a1x1 + 1

where a1 and a, are constants. Let the control function u be

a piecewise linear function of Xqr i.e

u o= ex, ' (2.22)

where ¢ can take on the constant values a and B(e« #B). Let
the coefficient a, be negative in eqn.(2.21); o« ,B are
selected such that for ¢ = ¢, the system (2.21) has complex
eigenvalues while for ¢ =B ,the system (2.21) has real eigen-
values. Both structures are unstable as depicted in the phase
portraits of Fiés.2.6 and 2.7 respectively. Now, suppose

the system structure is changed on the lines: X, = O and

g = Cxy * X3 =0 (c > o), accerding to the switching logic

‘a if x, g > ©
v o= 1
: (2,23)

B if Xy © < o
The coefficient ¢ will be selected such that the straight line
0 = 0 will be between the axis X4 and the asymptote of
hyperbolic trajectories associated with the structure v =B.
Fig.2.8 shows the phase portrait of the system with the law

of structural change given in eqgn.(2.23). It is clearly seen
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that the system is asymptotically stable in the sense that

the describing point invariably reaches the switching straight
line ¢ = o from any initial position. In the vicinity of the
straight line, the trajectories of both structures are directed
towards it; therefore, further motion will proceed in the
sliding mode along the line ¢ = 0. While sliding, the system's
describing peoint cannot ideally, leave any infinitesimal
vicinity of the switching surface, thus, the system dynamics

may be described by the lower orxder system;

c X, tx, =0 (2.24)

_This is also called the "equivalent system". Egn.(2.24) above

can be written in the form

X, + ¢ x4 =0 - (2.25)
which is a sliding equation and is stable once ¢ > 0. Notice

that the behaviour of the equivalent system depends only on
the parameter ¢ and is independent of the plant parameters
a, and a, and any variations there in. This is one of the good

qualities of variable structure controllers.

o i S e B e i o Eme e e () ik S i S T N T s Y —— ———

Consider a plant with variable structure control

represented in the state space form as

x(t) =(A + 8A) x(t) + Bult) + Tg(t) (2.26)
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where
X ¢ ]R" is the n - dimensional state vector
u e R is the m - dimensional control vector
£ € nﬁi is the p - dimensional disturbance vector
A ¢ B™" is the system matrix
B ¢ R™™ is the control matrix and
I ¢« R™P is the disturbance matrix.

The triple (A,B,T) consists of known constant matrices
defining the nominal linear system while the pair (a,B) is
assumed to be completely controllable. The matrix function
AA(t, x(t)) representing the internal uncertainties in the
plant dynamics is assumed to be continuous with origin on
the plane x(t) = o and to satisfy the uniform Lipschitz

condition
2
|[8a(t,x') - aale,x )] < Rel | x' - x ] (2.27)

for all (t,x1), (t,xz) e R x IR® where Ke ¥ © is a known
constant, The extraneous disturbances impinging on the system
are represented by the function f{(t) which is assumed to be

plece-wise continuous with known bounds on the magnitude i.e
]
el < kq (2.28)
where ké is a known constant.

The assumptions in the definition of AA(t,x(t)) and £(t) have

the following implications:
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(1) Since variable structure control methodology is
a deterministic approach, limits must be set on
the magnitudes of parameter variations and

extraneocus disturbances.

(ii) The usual disturbances in interconnected power
systems are changes.in load demand and tie-line
power which are basically step functions of
varying magnitudes. They are, however, repetitive
and thus, constitute a piece-wise continuous

function defined by E(t).

In the usual state feedback controller design for a
nominal linear system without disturbances, the control u

has anixed structure defined as

u = Kx {2.29)

where the constant parameters of the m X n matrix K are

obtained using any of the control synthesis techniques such
as those for eigenvalue/eigenstructure assignment or linear
quadratic optimal control. A VSC system incorporates a state
feedback regulator of the form of eqn.{2.29) with K replaced

by ¢ which is defined in its simplest form as

b=
1

¢ diaglsgn Xyr SGN Xyyeeeo.,5gN X ] (2.30)

where

~

hyr by weeniy] (2.31)

<>
|
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and
& _ @y for ai(x) > 0
= (2.32)

Bye for.o1 (x) < o

i=1I2"“°m;Aai# Bi .

@i P ooy and B; are n-vectors while ci(x) is a m~vector, all
‘of which definé a subspace of the entire state space. Equation
(2.32) indicateé tﬂat vector Ji is discontinuous on the

- switching hypersurface ci(x) = 0 in the n—dimensioﬁal state
space. Hence the control vector u, (x) can take on one of two
structures depending on which side of ci(x) = o the state
vector X is located. In other words

+
o for ci(x) >0

a (x) = . (2,33)
1 u,” , for o.(x) < o
i ! i
The switching hypersurfaces are described by
g = Cx=o0 (2.34)
where
o = log, 0yreneaaoy ]’ (2.35)

and C ¢ W™ with full rank m.

A state vector in the neighbourhood of the i-th switching
hyperplane o, =0 (on either side of it), will be directed
towards the hyperplane provided the following condition is

satisfied [10]
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(2,36)

2.5.3.1 sliding Motion

Equation {2,36) also ensures sliding motion on the
i-th switching hyperplane ai(x) = ¢. During sliding, the

system satisfies the equations
ci(x) = o0 and ci(x) = 0 (2.37)

Suppose sliding occurs on all the 'm' switching hyperplanes
together, then, an equivalent control ueq[11], is obtained

by solving for u in the algebraic equation
§ = Cx =o0 (2.38)

By substituting % from eqn.(2.26) into (2.38) and assuming

that matrix (CB) is nonsingular so that (CB)_1 exists, u

ad
is obtained as

1 1

u = -(CB) C[A+AA]i:(t)‘- (cB) ' Cre(t) (2.39)

eq

Hence for a nominal linear system without disturbances where

AA(x,t) = £(t) = o, egn. (2.39) becomes
= - -1 ‘
ueq = {CB) CAX (2.40a)
or
¢ = -(cB) 'ca (2.40b)

eq
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The dynamics of the system in the sliding mode may be obtained
by substituting egn.(2.39) for Uaq into eqn. (2.26) for the

general system, to yield

1

() = [T - B(cB) cl(A+ARI() +[I-B(CB) CITE(t) (2.41)

where I represents the unit matrix. In other words

X(€) = Ay (k) + T £(E) (2.42)

(n-m),n

where A € ]R(n-m),n and T e IR , giving a lower

q eq
order system.
Thus, in the sliding mode, the state vector is determined
merely by the properties of the controlled plant and the
orientation of the switching manifold which is characterised
by the m x n matrix C. The job of the control function ul(t)
is, therefore, limited to ensuring that the state vector
reaches and remains within the switching manifold.
From the foregoing, the behaviour of a variable structure
control system is characterised by two motions viz: a
relatively fast motion bringing the state vector from any
arbitrary initial condition on to the switching manifold
(asymptotic stability in the large) and a slower sliding
motion toward the origin x = o (asymptotic stability in the
small), during which it has invariance properties with regards

to parameter variations and extraneous disturbances.

2.5.3.2 Invariance Properties:

One major advantage of using VSC is that in the sliding

mode, the behaviour of the system is insensitive to some



43

class of parameter variations and extraneous disturbances.
Expanding equation (2.41) the sliding equation may be written
in the fomm

X - - Y
Jx(t) =[I-B(CB) lcl1ax(e) + [I-B(CB) 1clﬁaggtt)+[I-B(CB) Cl Te(t)

(2.43)
For total insensitivity to parameter variations, it is

required that the system satisfies the condition [17]

1

[T - B{CB) ' Claax= o (2.44)

This'condition will be fulfilled if all the basis vectors

T, of the subspace R " satisfy the rank relation
rank[B, AATi] = rank B . (2.45)

Similarly, for total disturbance rejection, it is required

(from egn.{2.43)) that the system fulfils the condition [17]
[ = B(cB) 1CIT = o (2,46)

Equation (2.46) is satisfied for all the possible values of
£, if all the columns of I' are linear combinations of the

columns of B, or mathematically

rank [B, T] = rank B (2.47)

Note that even when equations (2.44) and (2.46) are satisfied,

both the disturbances and parameter variations still affect



44

the behaviour of the system just before sliding occurs. If
the preliminary part of the system motion is shortened by a
suitable choice of the control function, the over-all effect
of disturbances and parameter variations on the whole system
motion is greatly reduced. One of the desirable properties
of a VSC system, therefore, ig that the state vector reaches
the switching manifold in the shortest possible time.

Note also that most disturbances and parameter changes of
practical importance satisfy equations {2.44) and (2.46) -
respectively either totally or partially [14]. Hence, a
variable structure control system possesses either partial
or total invariance to system parameter variations and
extraneous disturbances.

Based on the fine qualities of VSS exposed above, it
seems incontrovertible that the deployment of VSCS to the
solution of the automatic generatibn control problem would
yield substantial benefits. This fact is further supported
by the results of comparative studies of VSAGC schemes with
other strategies [65 - 68]. In references 66 and 67 for
instance, a performance evaluation of the PI control scheme,
optimal control scheme and VSC scheme, using digital computer
simulations was presented. The results show that the VSAGC
scheme is superior to the other two. Simil&r gonclusions are
reached in references 65 and 68 where only the PIAGé and
the VSAGC performantes are compared. Thus, in this thesis,
variable structure control systems are proposed for the

solution of the AGC problem.
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However, the synthesis procedure for the presently
proposed VSAGC schemes [65 - 68] leaves much room for improve-

ment. This subject is discussed in more details below.

2.5.4 Existing VSAGC Design Methodology

o ek e e ey S e T ik i S o ek et B S e o S o

The authors of references 65 - 68 had used a model of
the power system.in the form of eqr. {2,26) but without

parameter variation viz:

%(t) = Ax{t) + Bu(t) + Tg(t) (2.48)

Note that any of the block diagrams of Figs.2,3 to 2.5 can
u(t)

be reduced to the form of egn.(2.48) above with Mhc
and AP, * cg{t).

However in synthesizing the variable structure
controller, the authors used the nominal linear system

without disturbance i.e
x(t) = BAx(t) + 'BuCtJ (2.49)

with the hope that the controller so obtained is robust
enough to function properly in the face of an extraneous
disturbance £{(t). Thus the disturbance term }s added during
the simulation studies for performance evaluation.

In general, the VSC design objective is to find vectors
a, 1By (i = 1,m) in eqn.(2.32) and matrix C- in egn.(2.34) such
that the state vector reaches and slides on the switching

hyperplane o (x) = o, toward the origin x = o. The design may
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be in two stages:

(1) design of the switching hyperplanes through
selection of the hyperplane matrix C such that
the sliding mode is asymptotically stable with
prescribed transients. This is often referred
to as the "existence" prﬁblem and can be
accomplished without a knowledge of the form of

control functions,

(ii) design of the switching control functions together
with the switching logic to ensure that the
state vector is steered and hastened - up to the
switching hyperplanes ¢ = CX = o, This is also

referred to as the "reachability" problem,

v ] ot et i i e G S T o e S —

The procedure for selecting the elements of the matrix
C in references 65 and 66 involves imposing the sliding condi-
~tion of eqn.(2.34) and selecting the elements of C as
arbitrary real numbers. For instance, consider a single-
input single - output (SISO) system of order n whereby

eqn. (2.34) becomes

C,X, 4 C,X, + CaXgess CpX, = O (2,50}

™

where Cirg Are the elements of the vector C. Now the c;., can

be selected arbitrarily to satisfy egn. (2.50).
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It is easily observed that this is a trial and error
procedure and could be very time wasting, especially if a
particular transient behaviour is prescribed for the sliding
motion.

As a result, the authors of reference 66 proposed a
systematic approach [67) based on linear optimal control
theory for the selection of the elements of the hyperplane
mairix C. However, the matrix ¢ so obtained suffers the
same shortcomings as the optimal control parameters discussed
in the last section, in that its elements are heavily dependent
on the parameters of the quadratic cost function.

An alternative procedure based on pole-placement was
proposed in reference 68. Though this procedure gives accept-
able values for the elements of the matrix €, its usage is
restricted to SISO systems.

v Therefore, in this thesis, a technique for selecting
the elements of C.is proposed and is based on the generalised
eigenstructure assignment. This is presented in the next

chapter.

2.5.4,2 Design Of The Control Function

e avm A e A A Y S wen vl T D Sus G Gmb e S NS S e S b

In all the works so far reported on the application of
VSC to AGC, the authors had used one form of control function
[65~68]. This form is referred to as 'relays with state

dependent gains' defined by

a = =yx (2.51)
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where ¢ is given by eqn.{2.32). The synthesis procedure for
éi's and Bi's involves satisfying the inequality constraints

of eqn.(2.36), which can be written as

5Cx < O (2.52)

substituting for x(t)} from egn. (2.49) yields
o [CAx(t) + CBu(t)] < o (2,53)

Consider, a SISO system whereby C is defined as in eqn(2.50)
and B is a column vector. Then the matrix A is nxn and the

product
] (2.54a)

while
CB = ck _ {(2.54b)

Now substituting for u from egn.(2.51) into eqn.(2.52)} and
noting that ¢ is defined by eqgn.(2.31), the inequality of

eqn. (2.53) becomes

1 ' ' ]
°[°‘lx1 * CoXy t CaX3...C nxn-m:1x1+ YoX, * w3x3+....¢nxn)ck]io

(2.59)

Breaking egn. (2.55) into its components yields

t
1T SVl o8 . ox (e —C ¥} < o (2.56)

cx1(c
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] = C
Hence for ox;>0, ©; ¢ ¥y <o or vy a,> i (2.57a}

e -

(2,57b)

WOI Q

Alternatively, for 0X;<0, ¢i = Bi<

The values of @y and By (Lt =1, ...n) can, therefore, be
selected based on the chosen values of c,...

It is easily observed that the above procedure is a trial
and error approach which may not necessarily yleld the best
control parameters. Also, since the choice of the control
parameters determines how fast the system reaches the sliding
plane, it is desirable to device a synthesis procedure which
ensures that the sliding mode is attained in the shortest
possible time.

Given the above background, this thesis has proposed
a technique, based on the unit vector control concept [16],
for the synthesis of variable strﬁcture control parameters.
The details of this procedure is presented in chapter 3 where
it is shown that faster reaching of the sliding plane is

ensured.

2.6 CONCLUSION:

This qgggg;;has reviewed.the existing and proposed
control techniques for the AGC of single and multi-area

power systems, It was established that the manual load~-
frequency control procedure currently used by the Nigerian
rower supply Futhority (NEPA) is grossly inadequate and hence,

contributes in no small measure to the poor quality of power

supply in the country. The need for an alternative AGC scheme

- a“
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can therefore, not be overemphasized.

The proportional plus integral (PI) controller was
jidentified as the most widely used AGC strategy in the
industry today. However, the transient performance of the
PI controller was found to be unsatisfactory especially when
the frequency deviation was large. Since frequency deviations
are relatively large in developing countries like Nigeria,
an alternative AGC technique must be sought.

Furthermore, AGC stratégies based on linear optimal
control theory were also considered as a feasible alternative.
However, the parameters of the optimal controller were found
to be heavily dependent on the coefficients of the quadratic
performance index. A major difficulty of the optimal control
approach was the absence of any practical guideline for the
selection of the coefficients of the quadratic performance
index. Added to this difficulty is the complexity of the
optimal control structure both of which have rendered the
practical implementation of the optimal AGC stratégy rather
costly.

Finally the variable structure control approach to the
solution of the AGC problem was reviewed. The three proper-
ties of order - reduction, fast response and insensitivity
to plant parameter variations and extraneous disturbances
over wide limits, seem to make VSC scheme the best choice
of AGC strategy.

However, the design techniques for contemporary VSAGC
schemes proposed in the technical literature were found to

be in dire need of improvement. To this end, a new design
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strategy for the synthesis of VSAGC schemes is proposed in
this thesis. This new approach is presented in chapter three
where it is shown that it is superior to the existing
techniques. Later in chapter five this proposed technique

is used to synthesize a VSAGC scheme for the Nigerian -

electric power system.
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CHAPTER THREE

3.1 Introduction:

The last chapter reviewed the existing techniques
for the automatic generation control of electrical power
systems, and concluded that the deployment of variable
structure controllers to solve the AGC problem held sub-
stantial promise. However, it was also revealed that the
design approach to the existing variable structure automatic
generation control (VSAGC) schemes suffered from severe set-
backs, thus, creating the need for an improved design
procedure that would eventually reduce these shortcomings
to the barest minimum.

In this chapter, a new VSAGC design technique is

proposed. A particular canonical transformation which is

vital to the use of the proposed scheme is presented in
section 2., In section 3, a systematic procedure for the
computation of the hyperplane matrix C is described. This
is followed in section 4, by the presentation of a technique
for synthesizing the control function, A case study is
presented in section 5 with the aim of revealing the supe-
riority of the proposed VSAGC design scheme over the existing
ones. This is closely followed by a few concluding remarks

in section 6,
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It is customary in control system design practice to
employ some canonical transformations to convert all the
defining matrices for the nominal system into the most
convenient form for the chosen design method. However, since
these are mere co-ordinate transfofmations, such properties
as controllability and observability which characterise the
system, are not normally affected. The transformation used
here, is closely related to controllable cancnical form for
linear mﬁltivariable systems [19] and follows from the -
postulations of Utkin and Yang [13].

Consider the nominal linear system without disturbances

defined by

x(t) = Ax(t) + Bu(t) (3.1)

where x ¢ ]Rn , ul(t) ¢ ]Rm , Ae :IRm{n and BeIR and the

‘palr (A,B) is controllable. Let there exist a nxn orthogonal
.p—'—-—"‘_—_-‘-_—

matrix M which operates on the nxm control matrix B such

that

0

-

B, (3.2)

i

MB

where B2 is m x m and it is nonsingular. The matrix M may
be obtained by inspection for simple cases. For generation
control applications, a systematic method for its deter=~ ' °
mination is developed here from the QU factorization

procedure, whereby B is decomposed into the form
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B = Q {7 (3.3)

where Q is n % n and orthogonal while U is m x m, non-
singular and upper - triangular. The matrix M is then
determined by rearranging the rows and columns of Q' ,where
éuperscript ' denotes matrix transpose, By introducing

the transformed state variable

yl{t) = Mx(t) (3.4)

into egn. (3.1), the nominal system becomes

y(t) = MaM' y(t) + MBu(t) (3.5)
The sliding mode condition, Cx (£) = o, now becomes
o =Cx(t) = am'ylt) = o (3.6)

If the transformed state y(t) is now partitioned as

y = (yqy i yzl' (3.7)

with Yy € R™ and Yo € R® and the matrices MAM~, MB and
CM are correspondingly partitioned, then egns.(3.5) -

(3.6) can be rewritten in the form

y1lt) = A11y1(t) * Ajgy ¥, () {3.8a)

¥o(8) = By, () + By ¥,(t) & By ult) (3.8b)
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and
g = C1 y1 (t) + C2 yz(t) = 0 (3.8c)
where
B B2
MAM' = (3.9&)
Ay oY)
C M'
= [Ca C2] (3,5%b)
while Aa,. ¢ ROO®x(@-m) 5 rio-mbxm -, X (nm)
11 12 21
A,y € ®r, C, € mmx(n-m) and Cy ¢ R Equations

{(3.8) and (3.9) are crucial to the proposed VSAGC design

strategy which is described below.

3.3 The Design Of The Switching Hyperplane

The design of the switching hyperplane which yields
prescribed closed-loop eigenstructure for the sliding mode
is proposed. The design procedure entails the selection of
suitable eigenvalues and their associated eigenvectors
which combine to produce desired closed-loop system dynamics

during sliding mode,

In sub-section 2.5.3, it is assumed that the product
matrix (CB) is non-singular so that (CB)_1 exists. From the
transformed matrices CM' and MB above, it can be shown that
the non-singularity of (CB) implies that the m x m matrix

(C2B2) is also nonsingular since;
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> . ' . o
lcl = jeM'.MB| = {Ic; § Cp1 ) # O ©(3.10)
. ! B,|
2
Further simplification of egn. (3.10) yields
lc, Byl = e HiByl # 0 => lc,l #.0 3.11)
The sliding mode condition defined by eqn. (3.9) above may
now be rewritten as
y,(8) = -Fy (£) (3.12)
where F ¢ R (MM 5o Gefined by
. -1
' F = C, C (3.13)

Expression (3.12) indicates that the motion of yz(t) in the
sliding mode is linearly related to that of y1(t). This is
structurally similar to the conventional linear state feed-
back control law (u(t) = Kx(t}): where K is a real matrix,
In order to determine the dynamics of the system in
the sliding mode (i.e, the sliding eguations), two known

properties of variable structure systems are invoked:

(i) During sliding motion, the order of the system is
reduced from n to (n-m). In other werds, sliding mode
transforms the original system into an eguivalent

¢

system of lower order.

{1i) The ideal sliding mode is independent of the control u.

i e B W e
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From eqn.(3.8), it is easily observed that the original
system df eqgn,. (3.1) has been decoupled into two parts;

one part is of order (n-m) and is independent of the contrel
Sy while the other part is of order m and dependent on the
control. The ideal sliding equation can, therefore, be

written as,

v () = Ay (e) + B, y,ylE) (3.14)

¥, (t) ~F y, (¢} (3.12)
which is an (n-m)th order system with yz(t) playing the
role of a state feedback control function. Substituting,

egn. (3.12) in (3.14) gives the closed-loop system as;
y (e = (A - BBy (€) (3.15)

which shows that the design of a stable sliding mode
(y=»0 as t -»®) with prescribed transient behaviour requires
the determination of the gaiﬂ matrix F such that the matrix
(A, ;- A ,F) has prescribed (n-m) lefthand plane eigenvalues
and associated eigenvectois. The proposed procedurewfor
achieving this, is outlined below.

" As stated infsection Z.S;T;ﬁce the sliding motion
starts on the hyperplane ¢ = Cx = 0, then, the complementary

expression given by

Cc x(t) = C[Ax + Bul(t)] = 0 (3.16)

is also satisfied. An equivalent control, uéq, can therefore,
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be defined from eqn.(3.16) as

- =1 = -
WS ‘-(CB) cax(t) = Kx (t) {3.17)

1.
where the real matrix K = (CB) CA ° 4ig of order n-m.

Substituting for'ueq as defined above in eqn.(3.,16) yields
cla - BK] x(t) =0 (3.18)

For x(t) not equal to zero, the above expression reduces

to
C[A - BK] =0 (3.19)

In geometrical terms, eqn. (3.19) implies that the range
space of matrix [A-BK] represented by R{[A-BK]) is a proper

subset of the null space of matrix C written as N(€), or
R(A-BK) ¢ N(C) (3.20)

Now, let {Ai :i=1, ... n} be the eigenvalues of matrix
[A-BK), assumed distinct, while the corresponding eigenvectors
are given by Vi, where Vi is a column .vector of order n,

Then, from theory of vector spaces [76], it follows that

[A—BK]Vi = Aivi (3.21)

from which the sliding plane condition of egn. (3,1%) can

be rewritten as



c{a ~ BK]Vi = AiC Vi = 0

BExpression (3.22) indicates that, either Ay B 0 or

Vi e N{C). Now, the matrix [A - BK] has precisely m zero
valued eigenvalues. This feature is a direct conseguence
of the inherent order ~ reduction property associated with
variable structure systems in the sliding mode. [10]. Now, o
let (Ai :1i=1,... n-m) be the chosen non-zeroc eigenvalues |
of [A - BK], assumed distinct. Then specifying the corres-
pondinc eigenvectors (Vi: i=1,... n-m) fixes the null
space of C, since the dimension of N(C) = n-m.

Although, Ay, V, have been specified, the hyperplane
matrix C obtained by solving egn. (3.22) is not unique. This

is because, the expression;

cv=20 (3.23)
with v = IV1,V2,...Vn_m]
has m* degrees of freedom, However a unigue C may be
obtained by defining n x {nlb m) matrix W,
i
W = MV = L.. (3.24)
w2

where the partitioning of W is compatible with that of
yi(ie they must be conformable for multiplications) such

that egn. (3.24) becomes

R
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1 w1 ) w1
' . mv =1c, Vel leesd =, Py LT L= 0 (3.25)
1, 2 2 1 Tm .

Hence, by considering eqn. (3.25) as given above and noting

that C, £ 0, it is easily deduced that

ir

- gy

: 1 = = -
,Im] hes| =0 FW1 = W2 {3.26)

Then, provided that W;1_exists,'the matrix F is uniquely
determined by egn. (3.26).

Having fixed the matrix F which uniquely satisfies
eqn. (3.25), it remains to determine the elements of the
Ryperplane matrix C. 1In egn, {3.25), the matrix C, represents
an arbitrary constant matrix, such that C, can be taken to
be a unit matrix (ie C, = Ip) without loss of generality.
The sliding plane matrix €, can therefore, be determined

from egn. (3.25) by writing

c = [F ;rm]M : (3.27)

3.4 The Design_Of The_Control Function

- —— - s G W e D S ok (S T S A S W

The task here is to solQe the reachability problem
of selecting a state feedback control function u: r" » r™
which will drive the state x(t) from any initial condition
x(ty) to the sliding manifold Cx(t) = 0 and thereafter

maintain it within this manifold towards the origin of
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cordinates i.e x(o) = 0. From the theory of vector spaces,
jt is evident that the sliding manifold is coincident with

the null-space of matrix C, written as N(C).

The general form of the variable structure control
laﬁ consists of two parts: a linear part u, and a non-linear
component Uy which ére added to form u. The linear com-
ponent of the control law is a state dependent feedback
controller while the nonlinear part is discontinuocus with
respect to the state x(t) and incorporates all the nonlinear
elements of the control law.

In the existing variable structure control scheme for
automatic generation control described in Chapter 2, the
nonlinear part of the control law is discontinuous on the
individual hyperplanes, with the result that sliding condi-
tions are separately derived for each switéhing surface
{eqns.2.54 - 2,56). This often leads to a waste of control
effort and an unnecessary enlargement of the control structure.

The proposed control scheme is based on a design
éhilosophy that the individual controls are continuous
. except on the final intersection {N(C)} of the switching
hyperplanes, where all the controls are discontinuous together.
This approach ensures that the system motion is always
towards the final target N(C), with the advantage that the
control has a simpler structure and therefore, easier to
implement. In other words, the proposed appreoach provides
a systematic method for determining the linear (uL= Lx(t):

L € n{mxn) and nonlinear Uy components of an overall control
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structure (u = up * Uy ) such that the nominally linear
controiled system has an (n-m) - dlmenSLOnalasymptotically
stable manifold o = Cx(t), on which motion is governed by
a (n-m) - dimensional linear system with a prescribed
eigenstructure spectrum. This motion must be preserved
by the overall nonlinearly controlled system. In the
terminology of V8S theory, the nroPosed approach provides
a feedback control structure which guarantees the global
reaching of the sliding mode and the preservation of motion
~on the sliding plane towards the origin of cordinates.
Following the general concept of unit vector control
and considering the nominal linear system without distur-
pances (eqn.3.1), the nonlinear component of tho proposed

control law is defined as:

= P Gx(t), (# > ©O) (3.28)

u
N | |a= (£ | ]

cuch that the overall control law is given by

U = up *uy = Lx(t) + e Gx (t) (3.29)
asx e
where L, G ¢ R™" and H ¢ R ™" are constant matrices

1]
1l

such that Cx(t) = Gx(t) Hx (t) o (ie the null spaces
N{(C) , N(G) and N(H)} are coincident) and p20 is a constant
parameter. The elements of the matrices L, G and H are

determined as follows: From the transformed state Y,
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[eqn. (3.4)], a second transformation Mj : R >R is

formed such that

Z2= MyYy ' (3.30)

where 2 ¢ E!n and

(3.31)

- w o= ==

The matrix F is as defined in eqn.(3,13), while I stands
for a unit matrix. Clearly the matrix M, is non-singular

and has the inverse

——— (3.32)

=
%]
]
4
|
|
i
|
|
S w-

If the : transformed state variable 2 in eqn. (3.30) is |

partitioned such that
: 1
'/ (3.33)

where Z, ¢ RrR®™ and Z, € R™, then, substituting egn, (3.7)

for y into egn.(3.30) and simplifying, yields
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z, =y, (3.34a)

Z = Fy; * ¥, (3.34b)

By comparing equations (3.34b) and (3.8c) it is easily
seen that the condition 2, = o and ¢ = 0 are equivalent,
in the sense that the points where Z2 equals zero are
precisely the same points where the original sliding
manifold occurs. Now, differentiating egns, (3.34) with
respect to time and eliminating the y variables by making

use of egns. (3.8) and (3.34) gives the transformed state

equations in terms of 2 as

y/ = & % + A12 Z2 (3.35a)

9.,z (3.35b)

[
i
L=
™~
+
(%)
[
+
jov}
(8]
=

where ¢1 = A11 - A12F : ¢2= F¢1 -AzzF + A21; ¢3 = A22+ FA12

For the nominal linearly controlled system X (t}= (A - BL)x(t)
to have an asymptotically stable sliding manifold, the
linear component of the control law uL = Lx({t) must be
chosen so as to force Z, and ﬁz to become identically zero.
A simple way to achieve this is to equate egn. (3.35b) to

zero and solve for u such that:

u, = -B, [@281 + ¢322] (3.36)



65

However, to ensure that the motion of 2, is asymptotically
stable, the coefficient of Z, is modified so that, up is
chosen as

= -B-1 [¢.2, + (¢, - ¢)Z.] (3.37)

YL 2 2% 3 2 .

where ¢ is any mxm matrix with left-hand half-plane eigen-
values. In this case, if a set of m eigenvalues (Ai,i=1,m)
have been selected such that [ri: Re(Ai)< 0, L = 1,...m],
then ¢ may be chosen as ¢ = diag [ry, 1 = 1,+..m},

Transforming back into the original state space gives
- .p! e, te oM. M 3.38)
L = =By [0, &3~ 2N, (3.

The linear control law only serves to drive the transformed
state component %, to zerc. For the state function Z(t) to
attain the sliding manifold N(C) in finite time, the dis-
continuous control law is required. The only restriction in
the choice of Uy is that u, should be zero only when Z,= 0,
at which time it switches to another preselected value.

In other words, the discontinuous control law should be
selected such that the hyperplane 22 =0 servés as the
switching surface, on which sliding motion occurs. By

definition u_ is continuous everywhere on the state space

N
except on the sliding manifold where Z2 = (. Thus, letting

P denote the positive - definite solution of the Lyapunov

equation

1
pn® + ¢ P, + I =0 (3.39)
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then Pn22 = 0 if and only if 22 = 0., The discontinuous

control law is, therefore, chosen as

u, (Z2)

—P B. P_ 2 (2, #0) (3.40)
2 n "2 2 *
|12, 24!l

where p > o 1s a scdlar parameter to be selected by the
designer. When Z, = 0, Uy is arbitrarily chosen as a

i
function satisfying:

Hugll < e S (3.47)

This choice has the advantage of limiting the switching
time. Large switching time is known to be reséonﬁible for
the chacttering motion associated with variable structure
systems in the sliding mode . Expressing the discontinuous

control submatrices egn. (3.28) in the x-space yields

_ -1
G = -B2 [0 Pn] M2M (3.42)
and H = [0 Pn]MzM (3.43)

3.5 Application Example

— —— —— T —— - —— - ———

In this section, the proposed VSAGC design approach
is employed to synthesize an automatic generation controller
for a power system model. For ease of comparison with the
existing technique, the power system model used here is the

same as that employed by Chan and Hsu [67]. The 1odel, which
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is shown in Fig.3.1l, represents a single area power system
dominated by steam powered plants with reheat - turbines.
The turbine dynamias are modelled by two first order time
lags with time constants Trh and Tch’ respectively and
reheat coefficlent FJ. The load - fregquency dynamics of
the power system are modelled by a first order tims lag
characterised by time constant, Tp, and gain constant Kp
while the time lag due to the 'governing system as well as
its feedback effect are represented by time constant T,

and gain % respectively., The block marked (é& represents
an additional inﬁegrator: hich serves to ensure zero steady-
state frequency deviation.

Finally the variable structure control block is la‘blled

VSC and the output is the control signal u = APC.

The system model can be written in the state variable

form as:

X(t) = Ax(t) + Bu(t) + TE(t); x(0) = =x_
(3.44)
where x ¢ R° = (fAf.dt &x_ Af AP, AX) (3.45)

with Xss + the nominal steady - state value

Jaf.dt -+ 1load angle deviation from the nominal value

AX + c¢hange in turbine valve positiQ; {Pu)
Af > frequency deviation (Hz) |

AP + change in generated power (Pu)

o + Pu change in reheat output power.

hY
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b
= 1
R Governor Turbine
_ . Power system
- 2
Xy i + 1 VART Ly
X2 Xg
Fig.3.1 . - Blzck Diagram of a Steam - Dominated Area with VSC (67)

-
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The control signal u= AP, is a measure of the deviation
in speed changer position while the disturbance signal

E{t) = Agj represents a step change in lecad demand. The f;

. 5x1 f
system matrix A e ﬁksxs, the control matrix B ¢ R ¥
and the disturbance patrix [ e I%SX1 are defined as ;j

. b
follows: ' .
"0 0 1 0 0o ] i
0 - % y 0 0
G TGB. |
1 K
A = 0 0 - -,i,-p 'rfE 0
P
1 . 1 -, _
0] 0 0 - -T- -'I"- ) (3.463) )
ch ch
0 X - Fy - ElR 0 -
U Ty Ta T Ty
. | P
1 1.’
G ‘G ‘
X )
r = [0 0 - TR 0 0 ] (3.46¢c)
p .

The system parameter values are given as (67):

T = 0 .08secs KP = 120 HZ p.u. Mw
Tqﬁ5= 0 .3 secs

'I‘rh = 10 - secs Fl = 0.5

T = 20 secs R = 2.4 HZ p.u Mw

P




. 1
I 0
A 0
M, = ' -
2 ! 0
F I1
0
L 5.72
such that
1 0
M_1 = |0 1
2
0 0
0 0
-5.72 2.25

~Then, the coefficients ¢1, 'BY,

eqn. (3.35) become

~
0 0 1
0 -002 0
0 -0.05
¢1 = 0
-0 0 0
[ 10.75 =10.72 15
¢2 -
?3: _ [ -2.2% ]
B = [ 6.25]

0 0 0
1 0 0
0% 1 0
0 0 1

-2.25 5.80 2,92

0 0 0]
0 0 0
1 0 0
0 1 0
-5.80 =-2.92 1]

$3s Aqp and B, in

.76 .31.62]
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Since the system under consideration is single-input
single-output (SISO), the matrix ¢ in eqgn. (3.38) may be
taken as any arbitrary negative scalar number. By choosing
$ = -1, the linear component of the control law defined

by egn.(3,38) reduces to

L= ([-0.58 1.27 -1.09 -4.48 -2.54]

In order to determine the nonlinear part of the
proposed control law, the Lyapunov equation given by
egn.{3.39) must first be solved for the positive definite

matrix p_. Howeger, for a SISO system, the . matrix p,
AN

becomes a scalax:ﬁn . Substituting ¢ = -1 in eqn. (3.39)
yields:

-p, - P, +1=020 (3.47)
or P, ° 0.5

Then, eqgns.(3.42) and (3.43) give the values of G and H

respectively as

[-0.46 0.18 -0.46 -0.23. -0,44]

(]
1]

[2.86 -1.13 2.9 1.46 2,75]

= o}
I

The value of the parameter :p is left for the designer
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to choose. However, to ensure numerical stability, the
positive canstant o should be of the order of ten or lower.
In the present case, the value of p is fixed at 5.0.

Now, substituting for the wvalues ﬁ, G, H and p pbhtained

above, into eqgn. (3.29) gives

uL = [-0.58 1.27 -1.09 -4.48 =2,.541x(t)
{3.48a)
uN = 5[-0.46 0.18 -0.46 -0.23 -0.44]%{t) o #0

|112.86 =1.13 2.9  1.46  2.751x(t)||

(3.48b)

OR u = 3 g =20

3.5.1 Simulation Results

ik S Tk A e ——— -

Experimentation with models has become a powerful

tool for predicting the behaviour of designed systems under
envisaged working conditions even before actual construction
commences. This is because, in quite a number of cases,
simulation has been found to be faster and more cost-
effective than experimenting with physical components.

In thié subsection, the simulation of the performance

of the proposed VSAGC scheme under various working conditions
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is achieved by solving eqn.(3.44) using a fourth-order
Runge Kutta integration algorithm, However, the variable
u{t) is replaced by the variablé structure control scheme
of eqn.(3.48), while £(t) is taken to be a step change
in load demand which results in frequency fluctuation about
the nominal value.

For the sake of comparison, the performance of the
VSAGC strategy proposed by Chan and Hsu [67] is also

presented. In this case, the hyperplane matrix C is given

by
¢ = [100 ~0.0355 11.7 11 1.07]

The control function is of the form described in sub-section

2.5.4.2 with the result that the control parameters are

© given asj;

a1 = 100 if x1c > 0
by = g, .=-100 if x5 <0
(13 = 100 if XSU > 0
¥y, = .
B; =-100 if X300
/R 7 - ¥ -
5 = 4 5 =0

For ease of comparison, the curves showing the performance
of the proposed VSAGC scheme are superimposed on the curves

showing the response of the existing strategy to the same
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change in load. Figures 3.2 to 3.4 depict the responses
of both systems to step changes in load demand of magnitudes
0.01, 0.06 and 0.1 pu respectively. 1In Fig.3.2 representing
normal system operation, whereby load changes are not
expected to vary beyond 0.01 pu, the responses of both
systems are acceptable, However, the proposed scheme shows
sgperior performance, in the. sense that the existing scheme
exhibits higher frequency deviation and longer settling
time for the transient generation change. Specifically,the
transient response of the change in power generation settled
at 1.6 seconds for the proposed scheme, and 5.2 seconds for
the existing scheme.

The superiority of the prbposed scheme becomes clearer
as the magnitude of the load demand grows higher. For

AP = 0,06 pu, (Fig.3.3) representing moderate abnormal

b

- situation, the frequency transient of both schemes still

remain acceptable, though the response of the existing
scheme is characterised by relatively higher overshoots.
However the transient of the generated power remains for
more than 10 seconds for the existing scheme while that of
the proposed scheme settled after about 2 seconds. An even
worse situation is depicted in Fig.3.4 for AP, = 0.1 pu
which represents a serious abnormal operating conditioen,
Here both the frequency and generated power transients for
the existing technique are unacceptable due to their
continuous oscillation which can trigger-off large amplitude
swings of the entire power system. It is observed however,
that the response of the proposed scheme still remained

acceptable since the resulting vibrations due to the large
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change in load demand settled in about 2.5 seconds.

Now, the simulation results discussed above had
assumed that the power system possesses the extra capacity
to take up the leoad increase and there is no constralnt
on the rate at which the extra capacity is made avallable.
In practical power systems however, there exists a rate
'of change of generation which must be known. For power
systems dominated By steam.power plants, like the system
under consideration, the rate of generation varies between
0.01 and 0.1 pu per minute. [36]. Figure 3.5 depicts
simulation results for a 0.0%1 pu change in load demand
where a 0,1 pu per minute rate of change of generation has
been imposed. It is observed that the system transients
still settled at about 3.5 seconds for the proposed scheme
while it is not so for the existing strategy. Of particular
importance is that the generated power transient for the
existing VSAGC scheme persists for a long time. This has
the potential danger of triggering wide system oscillations
leading to possible system collapse. Such a situation is

very undesirable,.

3.6 Conclusion

This chapter has presented a new systematic procedure,
for the synthesis of variable structure automatic generation
controllers. The proposed design scheme utilizes a parti-
cular canonical transformation which decouples the state
space and facilitates the easy determination of the sliding

mode - condition., The equations of sliding motion so
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determined are seen to be structurally similar to the
linear regulator problem which suggests that a modified
form of the conventional eigenstructure assignment technique
can be employed for the computation of the hyperplane
matrix C,

The synthesis of the proposed control function
similarly follows a systematic procedure based on the
unit vector control design approach. The reéﬂlting control
function guarantees asymptotically stable sliding motion
as well as ensures faster reaching of the sliding plane;
in the sense that the frequency and generated power tran-
sients following a step load change settles faster than for
the existing VSAGC scheme, It also has the advantage of
simpler structure since only one switching action is

required as opposed to the control function for VSAGC s0

. far used in the technical literature which has the form of

relays with state dependent gains., In that case, the number
of switchings cofresponds.to the number of states, that is,
the system order. |

Finally, by employing a model of the power system
commonly used in the technical literature, comparative
simulation studies were pefformed to show the superiority
of the proposed scheme.

In the next chapter, a computer aided design (CAD)

package for the synthesis and performance evaluation of the

VSAGC scheme is presented.
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CHAPTER 4

—.—.-———_—-——-.-..-———-———--.—.—-—u———_—-—_—_——u—

In the last chapter, a systematic procedure for the
synthesis of variable structure automatic generation
control (VSAGC) schemes was proposed and simulation
results were presented to show that the controller so
designed gave superior performance when compared with
existing VSAGC schemes,

However, the current trend in power system control
is towards computerised control. To this end, the proposed
VSAGC scheme must be implementable on a dedicated and/or
general purpose digital computer so as to form part of
. present day energy managéement systems (EMS) as well as
serve for education/research.

This chapter presents a computer aided design {CAD)
software package for the synthesis and performance evalua-
tion of VSAGC schemes on a general purpose,. PC-AT micro-
computer. The package named "The Variable Structure
Automatic Generation Control Design Package" (VAGCD}, is
designed such that it can be used on-line in a power
control centre - environment as well as for education
and/or research. It is for this latter reason that VAGCD
also incorporates other design techniques for VSAGC

currently existing in the technical literature.
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The general design principles for VAGCD are discussed
in section 2 while its structure and implementation are
presented in section 3. 1In section 4, the functions of
the various subroutines as well as their sequence of
execution are described. Also included is a summafy of
- VAGCD's data requirement which is closely followed by a

few concluding remarks in section 5. The flow charts for

the coding of the computer programs are presented in appendix G

4.2 General-Design Principles for The_ Packag:

v . o e e T s S . v — . ——

Several factors affect the design of an efficient
software packége. For instance the influence on a good
choice of programming language of such specifications as
portability, interactive capability, core algorithm
selection, graphics requirement and model description is
well discussed by ;strom, Martin and others [77 - 79]. On
the other hand, Denham [80], has identified the pertinent
design issues for any computer aided control system design

package to include the following, among others:

(i) its objectives
(ii) its functions and

{(iil) the best way to realise. these functions.
In developing VAGCD, the objectives have been to:

- Provide a tool which will enable the contemporary
power system control engineer efficiently implement
automatic generation control action on a general purpose

PC-AT microcomputer.
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- allow the VSAGC designer to fully display his
intuition, skill and experience while still making use

of powerful theorétical tools.

- improve the quality of continuing education in
the power system industry by enhancing the learning
ability of the practising engineer thrbugh exposure to
theoretical models of the problems emanating from his

industry.

- harness the mainpulative power of the computer to

=

minimise the level of detail with which the user
{especially the technician at the power control centre)
has to contend.

Therefore, the design principles for VAGCD can be

summarised as follows:

- ease of use (interactiveness)

-  application of gréphics

- flexibility, modularity and portability

- usability in industry, education and research
environments. |

The package is fully interactive so as to serve a Cross-

section of users. Wieslander [81] classifies the users

of an interactive program into four categories:-

(i) the experienced user
(i1) the casual user
(iii) the beginner user and

(iv) the batch user
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The package has been designed for the first three groups
of users. These user groups are known to make conflicting
demands on a given package, particularly on the man-
machine interface and hence, it is difficult to design

an all purpose CAD tool. However the user - interface

of VAGCD fulfils the following:

- the user commands the systeﬁ and not vice-versa
- the software is transparent to the user
- the system commands are control engineering not
computer - oriented
- all the error messages are explained in terms of
what might have gone wrong and what may be done next.
- the results are expressed graphically whenever
desired,
Thus each main module in the package can be executed in
the 'non-expert' or 'expert' mode. On entering any of the
main modules, the function of the module is summarised in
one sentence, followed by the question:
Expert mode?
If the answer to this question is 'YES' or simply 'Y',
the user - computer interaction is reduced to the barest
minimum to save time, lIn the non-expert mode, the novice
user is gently led to the solution of his problem.
Initially the computer has the initiative which it gradually
transfers to the novice as he becomes more proficient. The
expert user, on the other hand, retains the initiative and

can only obtain help or advice when he so wishes,
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Nevertheless, the primary design goal for VAGCD is to
develop tools for the expert while a secondary goal is
to make the tools usable by the novice with minimum
effort.

In general, the package is designed to be run
interactively on a questidn - and - answer basis, with
intelligible prompts for all inputs required and the
trapping of all unacceptable respénses. Most detectable
errors lead to an attempt to try the erroneous operation
again, hoping for a correction (the major exception to
this rule being the transfer of daté to and from files).
In quite a number of cases, & message indicating the
nature of the error is displayed followed by an advice
on what corrective measures to take. Messages in response
to an error are prefixed with a three-character string

which takes one of the following forms:

* * * Non - Fatal error
{1 ] Fatal errer

A non-fatal error (***) will lead to the repetition of
the operation causing the error - usually this should mean
a request to re-enter a response. On the other hand a
fatal error (! ! 1) will cause the termination of the
progfam in as tidy a manner as possible.

At each point of program execution, the minimum of
information is accepted in response to a prompt: for
instance, single letters - usually the starting letters-

are sufficient whenever non-numeric input is required.
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In order to make for faster and easier execution of the
programs as well as reduce the risk of typing errors,

the free format input is adopted for all numerical input.
Most operations may be abandoned by responding to a

prompt with the escape "gESC" key; this causes the control
of the program to move back a stage, (in some cases after
checking that this is the intention). It follows that
entering the escape - 'ESC' - key in response to successive
prompts, eventually returns the user to the main menu.

The only exception to this rule (for reasons of the logical
structure of the prog}am) is any gquestion requiring a

'yES' or 'NO' answer, If the 'ESC' key is entered at this

point, a message of the form
vou.  must enter 'YES' or ‘'NO’

will be displayed, followed by a repetition of the

question.

4.3 Structure And Imelementation of VAGCD

— i A M Sma b A S e S — e i T e kW W b T A WL W R e

A modular structure is adopted for the package
whereby there is only one main program called the "main
supervisor' or 'monitor' while others exist as sub-
routines (submonitors) at different levels arranged in
a 'hierarchical manner. Related subroutines at different
- levels are grouped to form a module which can act as a
stand - alone system, Each module therefore coﬂsists of a
submonitor at the. highest level while other subroutines

follow in the hierarchy. The main advantage of this
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structure is that it allows for the use of the link-
overlay technique where a module may be executed indepen-
dent of others. Since only this module needs be loaded
into the computer random access memory {RaM) , the working
core requiremeﬁt of the package is drastically reduced.
The general structure of the package is shown in
Fig.4.1 and consists of the main supervisor (VAGCD) and

the following six modules:

1. INPUT - performs the major input functions
2, EXIST - solvethhe existence problem

3. REACH - solves the reachability problem

4, SIMU - evaluates the performance of the

designed system using time domain simulation
5. AGC - implements the automatic generation
control ‘action

6. OUTPUT - performs the major output functions.,

It 18 easily seen in Fig.4.1 that all the modules are

at the same level in the hierarchy so that the main
superﬁisor can access any module on an equal basis.

VAGCD is currently implemented on an industry
standard, IBM-AT compatible microcomputer with an 80286
processor, 640 kilobytes RAM and 20 megabytes hard disk,
under the DOS operating system version 3.2 and other latter
versions., The choice of a microcomputer envirpnment for
implementing VAGCD is informed by the fact that micro-

cémputers are compératively cheap and are always available.
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FIG.4.1: BASIC STRUCTURE OF VAGCD
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The major part of the package is coded in FORTRAN-
77 programing language; the only exception being the
screen design which is coded in more versatile C language.
The programs are thus, very portable and are made to be
efficient so as to enhance the speed of computation -
the particular computer currently being used runs at 10
megaHertz, It is, howeQer, recommended that, the availa-
bility of faster machines (25 - 33 MHz) in fhe market
should be considered in future impiementations of VAGCD.
This will enhance greatly, the use of the package for
on-line power system control problems in the industry
without any considerable increase in the system deadband.

One vital aspect of VAGCD's implementation is the
flexibility of the modules.  Thus, a user - owned sub-
routine may be added to any of the modules to effect the
solution of a specific problem not strictly included in
the original package design. At the monitor level, more
modules can be added to the existing six in order to
expand the scope of the package. For instance, an economic
load-dispatch 'ELD' module may be added to compute = the
unit commitﬁment of all the generators based on the fuel
cost and transmission line losses. The flexibility of
VAGCD also allows the user to run some commercially
available application programs; though in some cases the
user may need to create a batch file,

Finally, VAGCD runs in two modes: the ’'Research
mode’' and the 'Industry mode', which is decided by the user

at the monitor level. The basic difference is that the
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research mode is off-line while the industry mode is on-
line. In addition the AGC module does not run in the
research mode for reasons which are explained in section
5.4,5, It is part of the logical design of the package
that results from each mode are saved in different files
for future access. There is a 'HELP' facility in each
module which can be invoked to explain the requifed steps

to.run a module.

e e kT s i e kT am

The package VAGCD is basically started in two ways
depending on whether the computer used is dedicated or

otherwise., On a dedicated system, the main supervisor is

automatically loaded and run as soon as the computer is

booted from the hard drive, On a general purpose system,
VAGCD is invoked by typing the word "VAGCD" while in the
subdirectory named VAGCD., Note that.. commands can be in

either capital or lower case letters.

There is a text file named "README. TxT" located in
the VAGCD subdirectory, which contains a summary of how
to run the package. It is advised that users should first
go through this file either on the screen or by obtaining
a hard copy, before attempting to run VAGCD,

In a purely research/education environment, the
research version of VAGCD which is executed by selecting

the option "Research Mode" is sufficient to perform all
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the necessary functions. However, the industry version
runs faster since it eliminates all the interactive
prompts, A detailed description of the package is given

below, starting from the main supervisor.

The main supervisor is the overall driving routine
to which control ultimately returns. It determines which
part of the design process will be done next, and controls
certain input and output functions.

As soon as the execution of the main supervisor
starts, the screen is cleared and the user is welcomed to

the package followed by the statements:

'Enter the mode please’
'D'..... Industry mode

'R'..... Research mode,

If 'D' is selected above, the existence and reachability
modules are automatically executed and the results are
saved in a file which is accessible to the AGC module for
purposes of implementing the load-frequency control action,
Note that this process assumes that all the necessary
input data are in the files. If this is not so, the execu-

tion terminates with the message:

'Run the INPUT module first'
and control is returned to the monitor. If the execution
is successfully completed, a message is returned to say so.

To exit to the opérating system, the ESC key is pressed.
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on the other hand, if 'R' is chosen, the screen
clears again followed by the gquestion,

"Do you want aw display of the menu?”
If the answer is 'YES' or a mere carriage return, the
main menu, which consists of the list of the modules,

is displayed followed by the statement:
'Enter your choice'

Otherwise, the above statement calling for choice is
shown on the screen without a display of the main menu,
Execution now continues by the user choosing any of the
available options. Note that the INPUT module must be
run first unless the input data have been entered earlier.
Otherwite no other module can run successfully. As soon
as the execut;on of any chésen module ends, control

returns to the main supervisor.

The INPUT module allows the user to enter the
necessary input data for running the package. It is
invoked at the monitor level by entering the wogd ' INPUT'
or simply the letter 'I', Two types of input data are
_required by the package. First is the generator data
which include its unit number, the maximum generating
capacity, the base generation, the maximum rate of change
of real power generation etc, This set of data is

required for implementing AGC and is discussed in detail
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in section 4.4.5, The other set of data can be referred
to as the system data 5nd includes among others, the
elements of the system, control and disturbance matrices
etc, These are needed for the VSAGC design process,

AS soon as the module is invoked, the INPUT sub-

monitor is executed, the screen is cleared and the message:

'INPUT STAGE'

appears on the screen followed by a display of the options:

PUT - input data
ALTER - alter existing data

SAVE - save data in a file.

If the option 'PUT' is selected, the screen clears again

and the question:

"Is data to be read from a file?"

is asked, This refers to a file in which the user has
typed (on separate lines) the number of states n, the
number of controls m, the rows ofrthe system matrix A,
the rows of the transposed interface matrix B and the
_rows of the transposed disturbance matrix T. This file
must have been saved from a previous run of the package.
If the user responds 'YES' to the above question, the
program requests for the identity of the file with the
prompt:

"Enter data file name":
The data file may have any legal file name and when this

is entered, the program reads the data from the file,
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displays it for the user to check and updates the working
file. The working file is where the other modules which
need the data will pick it up and is normally overwritten
by any new set of input data. On the other hand, a
response of 'NO' to the above question leads to the user
being prompted to input data from the keyboard. As the
data is entered, it is automatically written in the working
data file in such a way as to overwrite whatever data
exists there, On entry, the matrix B is checked to ensure
that it is of full rank m., If it is found to be rank
deficient, it must be amended before the program can
continue. This process is carried out interactively and
allows the user to either re-enter the entire B matrix

and simply change some elements,

Once B is known to be of full rank m, the controlla-
~bility of the system is tested, If (A,B) is found to be
uncontrollable, the system must be altered, either by
altering A or B (or both) via the use of the ALTER option,
The ALTER option also incorporaées the rank and controlla-
bility tests mentioned above such that after each amendment
the tests are repeated until acceptable A and B matrices
are obtained. The alterations mentioned here usually
involve exchange of rows and columns or addition of small
positive numbers, They are designed to ensure that numerical
problems do not occur in subsequent stages of the design.,

Finally the 'SAVE' option is used to save the data
in a file where it cannot be overwritten by a future set

of .input data. This is necessary only in cases where it
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is desired to preserve the configuration of a given system,.

In all cases free format input is used.

—— rmieiiy - e o R =l e e ]

The hyperplane design stage is entered when the
option '"EXIST' is selected at the monitor level. The
entry to the hyperplane submonitor is announced by clearing

the screen and output of the message

HYPERPLANE DESIGN STAGE

fqllowed by the display of the options:

MOD1 - system transformation

EGENS - Eigenstructure assignment method
QUAD - Quadratic minimization method
COMP - Computation of C matrix from F.

Please enter your choice:

If this is the first time of attempting to run the 'EXIST'
module for the current system, then, MOD1 must be run
first. MOD1 loads the model matrices A anayB into the
working memory. Then it computes the n X n transformation
matrix M using either the QU algorithm or elementary
matrices as explained in section 3,2, It tests for the
validity of M by computing the product MB and ascertaining
that the By is of dimension m x m and it is nonsingular.
For an acceptable M, the program then computes the product

MAM' and prompts the user:

DISPLAY M and MAM'?
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A 'YES' response to the above question leads to the
display of both matrices, which are now saved in a file
in component form (i.e, A11 ’ A12, A21 and Azz), and the
-control returns to the submonitor.

In order to determine the matrix F, either EGENS
or QUAD is used. If EGENS is chosen, the screen is

cleared and the heading:

'Eigenstructure Assignment Method'
is printed. Then the program invokes the subroutine
CANON which converts the matrix pair (A11, A12) into con-
trollable canonical form and displays the‘results on
requé5£. Then, subrouting SPEC computes the eigenvalues

of matrix A and prompts the-user:

Display Spectrum of A?

The user needs to know the eigenvalue spectrum of matrix

A because the program will not allow the specification

of any of these values as the sliding mode eigenvalues.
Having printed the spectrum of A (if requested), the

program requests the sliding mode eigenvalues to be

entered with a prompt for the number of complex values

viz:

"Enter the no.of complex conjugate eigenvalues”:

This number must be an integer between 0 and {(n-m)/2

inclusive. If the response is an integer within this range,
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then the real and imaginary values of each pair of complex
conjugate eigenvalues should be entered (each pair on

one line) in response to the prompt:
"Give the real and imaginary parts of each pair":

The first figure on a row is expected to bé the real part
followed by the imaginary part while the second row is
expected to be their conjugate pairs. The validity of the
fiqures are correspondingly tested. If the total number

of complex eigenvalues is less than theramxﬁdfwstancﬁder'nHmH
a prompt is printed calling for the number of real eigen-
values followed by row-wise entering of the figures,

Now, if the system is scalar controlled, there is
no freedom to assign eigenvectors. In this case, the
program performs pole placement for scalar systems and
" returns the control to the sub—mgnitor. The vector F so
determined can be displayed if desired.

However, if m>1 , then there is freedom to partially
assign the eigenvector spectrum as described in section
3.3, Heré the. program prompts the user to partially assign
the eigenvector spectrum for each selected eigenvalue.
The eigenvector matrix so obtained is used to compute the
matrix F according to the algorithm presented in section
3.3, At the end of the process, control is returned to
the sub-monitor,

on the other hand, if the matrix F is to be determined

using thé quadrati¢’ pinimization method, the screen clears

and the message:
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"Quadratic minimization method"
is written. Then the program calls the attention of. the

user to the fact that:
The form of the cost integrand is:

< %, 0x> (sliding plane penalty only).
This is followed by a prompt to enter the matrix Q.
Usually Q is a diagonal matrix and the input procedure

is faster if the user responds YES to the prompt:

Is the matrix Q diagonal?

In this case only one figure is expected in a row
and this figure represents the diagonal element. If the
response to the above gquestion is 'NO', n elements must

be entered in a row. In either case the matrix Q is

 tested for positive definiteness. If this test fails,a

message is displayed signifying the termination of the

program;

"0 must be positive Definite”

followed by a prompt to enter another matrix. The procedure
described in reference 68 is now followed to find the
matrix F and control passes back to the sub-monitor.

Having obtained the F matrix, it remains to compute
the hyperplane matrix C using the procedure of section 3.3.
Now the subroutine COMP is selected at the sub-monitor

level and the following prompt appears after the screen

~is cleared:
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"Do you wish to specify CB?"

If the answer is YES, the next prompt:

"Enter the values of CB"
follows. The matrix CB will be mxm and hence m rows are
expected'to be entered. If the answer to the guestion is
fuo', then CB = I as explained in section 3.3 and the
matrix C is determined. At the.end of this process, the
matrix C is displayed with a prompt to press ESC if you
want to exit. Note that in the industry mode, only the
eigenstructure assignment method is executed. The selected
eigenvalue spectrum must have been previously entered by
the control centre personnel on duty, using the INPUT

module.

o et Al R N AN R S T e S S A D et S ot e S S v R —

This module should be selected only after the hyper-
plane module. 'EXIST' must have been run., This is because,
the module 'REACH' makes use of the matrix F or C deter-
mined in EXIST. Once the REACH sub-monitor is being entered,
it automatically searches the relevant file for matrices

F and C. Failure to find these matrices leads to the message

'Matrices F and C not found;
Run EXIST firstz
Otherwise, the screen clears and the message

CONTROL DESIGN STAGE
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is printed followed by the display of two available

options as follows:

The following control schemes are available:
Linear Feedback + Scaled unit Vector (UVF)
Linear Feedback + relays (hierarchical) (HRC)

Please enter your choice.

On entering the word UVF, the screen clears again and the

following message is displayed:

Unit Vector Control Design.

Then the program automatically runs the subroutine MOD2
which computes the second transformation matrix M, together
with matrices ¢ $5 - Then it prompts the user for eigen-
value spectrum of the matrix ¢ which is expected to be
diagonal. One value must be entered in a row. Then the
coefficient matrix I of the linear control law Lx is
computed as described in section 3.4. 1In order to compute
the nonlinear control law, (see section 3.4) the program
invokes subroutine 'LYP' to solve ‘the Lyapuno# equétion and
determine the positive definite matrix V in section 3.4.

Then, the program prompts for the design parameter p by the
message
Enter the design parameter p .

The value of p must be greater than zero and any value
entered must be tested for validity. Having entered a
valid p, the non-linear gain matrix G and the non-linear

factor matrix H are then determined. If the response to
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the offer of a display is 'YES'; the program displays the
coefficlient matrices L, G and H and returns control to the

submonitor.

on the other hand, if the option 'HRC' is selected

at the submonitor level, the screen clears and the message
CONTROI, HIERARCHY METHOD

is printed. The control hierarchy algorithm is outlined

in appendix F and requires the selection of both the
hierarchy of hyperplanes and the hierarchy of controls.

For a scalar controlled case, the control hierarchy algorithm
reduces to relays with state - dependent gains which is

explained in chapter 2.

Now the user must select the order in which the
hyperplanes are to be hit by entering a permutation of the
integers 1 to m (where m is the number of controls) in

response to the request
Specify the hierarchy of hyperplanes P(j), j= 1,..m.

Next, the user must determine the order in which the control

functions should be introduced in response to the prompt
Select the Control Hierarchy qf{j}, 3 = 1,...m.

This should be another (not necessarily different) permutation
of the integers 1 to m. Occasionally the control hierarchy
may not be possible for a given hyperplane hierarchy and
the program gives the prompt;

Invalid permutation of hierarchy given:

followed by the request

Select a different control hierarchy q(j),j=1,...m.
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If it is desired to alter the hyperplane hierarchy as
well, the escape 'ESC' key is used to return control to

the sub-monitor and the process resumed afresh. Having

obtained the hierarchies p and q, the program prompts

another request:

Give m positive design parameters GAMMA
which determine the rate of approach to the switching
surfaces and the size of the chattering motion. If valid
selections are made for these parameters, the computation
of the control is completed and the program offers to

display the control design by the prompt
Display Control design?

If the response is 'YES', the screen is cleared, the

heading 'Control Design' is printed, followed by the

_hyperplane hierarchy P(j), the control hierarchy qgi3)

and the bounds on the parameters o, and By which satisfy
the sliding plane condition ¢g < o on each of the sliding
surfaces. Control is then returned to the sub-monitor.
In either of the cases, the computed parameters are saved

in a working file to be used by the simulation module SIMU.

. T T P S S e A U U T dld Y M e ——

This module is used to perform a time simulation of
the designed VSAGC scheme under various operating conditions,
This implies that the other three modules (INPUT, EXIST
and REACH) must have been executed before SIMU since they

have to provide the data required.
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The simulation module solves the state equation
representing the power system model eqgn. {3.1) using a
fourth-order Runge Kutta integration algorithm. It also
implements the controller (gither the unit vector control
scheme or the hierarchical control scheme), incorporates
the system disturbance function and plots the results if
desired. The user is expected to interactively enter
some of the necessary parameters like, initial conditions,
step magnitude of the load demand function,.starting time,
time step size and stopping time,

As soon as the SIMU sub-monitor is being entered,
it autométically checks for all the necessary data. If any
one of them is unavailable, the program gives the following
prompt:

(Name of data) Not Available:
and returns control to the main monitor for the user to
run the relevant module before coming back to SIMU. However,
if every data is available, the screen is cleared and the

heading

SIMULATION STAGE

is printed followed by the request and explanation:

Please Nominate the Output Device:

(Enter * or 5 for screen or any other number

for line printer)

If the screen is chosen, the results are displayed on the
screen and not saved in any file., A choice of line printer

causes the results to be saved in a named file, in
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response to the prompt

Enter File Name:
The file name to be entered could be any legal file name.
Having entered a valid file name, the program loads the

A, B, T and C matrices as well as the coefficient matrices

of the control law. It then prompts the user for the

step size of thenload demand;

Enter the step Magnitude of the Load Demand:

This value is measured in per unit and hence must be less
than unity. After a successful validity test, the program
prompts for the initial time, the time step size and the
final time in that order. Then it prompts for the initial

condition vector by:

Enter The Initial Condition Vector (one row).

Having entered valid initial condition values, the program
calls subroutine RUNG to implement the 4th-order Rungé
Kutta integration algorithm. During this execution,
subroutine DIST is called to implement the disturbance

function. The user is also prompted to select the control

function:

Enter The Choice 0Of Controls:-
1 ~ Unit vector control

2 - Hierarchical Control

A valid choice of the control function leads to the
completion of the SIMU module and the control returns to

the main monitor. The results are now stored in a file
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for the use of the output module. If screen display had

been selected, the results scroll on the screen, one
page at a time, At the end of each page the user is
expected to press the 'enter' key for the scrolling to
continue until the last line is displayed when control

i

returns to the main supervisor.

4.4,7 The_ oOutput Module {OUTPUT)

The function of this module is to produce a hard
copy of the'design and simulation results. On entering

the OUPUT sub-monitor, the screen clears and a heading:

OUTPUT STAGE

appears on the screen followed by the prompt
Enter The File Name.

Having entered a valid file name, the program responds
with the prompt:

Do you wish to plot the Data?

If the answer is 'NO', the program assumes that the user

wants a hard copy of the data contained in the file and

m
then responds with the following prompt:
Enter The Format Specification:
The format specification may include identification

headings, but it must be a valid format specification.

On receiving the format, the program transfers the data

to the printer buffer for the production of the hard copy.
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on the other hand, if it is desired tdlplbt the
data, the program gquickly invokes the application program
GRAPHER - for the production of the plots., The user can
then specify the size of the plot, the range of data to
be used, the y and x-axes labels, the graph heading etc.
These specifications are entered interactively and a
view of the current configuration is possible at any
stage. When a satisfactory plot is viswed on the screen,
the program invokes the plot subroutiné to produce a

hard copy.

- T T—— —— g, Tk Yt T S W S S G S 0 S S e e -

The AGC module implements a closed loop ccntrol
scheme which regulates the frequency and tie-line power
interchangé deviations: (where applicable)'within specified
tolerance limits. In_general, the supervisory conﬁrol and
data acquisition (SCADA) system scans the current network
frequercy f and tie - line power interchange Pti(i= 1,%,
where % is the number of ties) and compares them with

their respective scheduled values, fo and Pti . At a given

o
¥
sampling interval kT, (where T_ is the sampling period

and k = 1,2,...) ,the frequency and tie-line power deviations

Af and AP, respectively are fed to the AGC module which
then, computes the area control error (ACE). The ACE is
then processed by the control algorithm into a power

command signal representing the total extra power needed

to be generated. This command signal is distributed
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according to a distribution logic to all the generators
participating in the AGC action, so as to increase the
real power generation.

The AGC module is invoked by choosing the 'AGC'
option at the monitor level. Then, the screen clears and

the computer prints the message;
—e==AGC IMPLEMENTATION STAGE =-—---

Enter The Desired Mode:
1 - Single area control;

2 - Multiarea control;

The basic difference between the two modes is that, while
mode 1 only regulates the frequency deviation, mode 2,

in addition, incorporates tie - line power control.
Assuming that the general case of mode 2 is selected, the

screen clears again and the message:

MULTIAREA CONTROL

is printed followed by the gquestion:

Have you updated the power system data?

If the answer to this question is 'NO', the computer

prints the message:

Run INPUT in the Industry Mode Firstl
after which the program exits to the main monitor. The
user then selects the INPUT module and enters the power
system data. The types of data required are listed at
the end of this section. However, if the answer is YES,

the execution proceeds in the following steps:
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Step 1t: _
The deviation in frequency 4f and tie¥line power

interchange ﬂPEi (1 = 1,%) are scanned at the output

of the SCADA syétem.'Four samples of each are taken and

the mean is computed after a validity check. The validity
check compares each sample with the preceeding one and

also each mean value with the mean value of the previous
group of samples. If the measurand is overranged in
several consecutive scanning intervals, a message is output
which requires the control centre operator to take
appropriate action. If, however, the validity check ‘is

successful, the mean values of the measurands are reserved

for step 2.

Step 2:
Since each area control is autonomous, the program
first checks if the load variation is in its own area.

If it is not, the program terminates with the message:
Load Variation In Neighbouring Areal!

Otherwise the area control error (ACE) is computed using

the formular

2
ACE = I 4pg, + BAE (4.1).
i=1
where
APy, = tie line power deviation in tie-line i (Mw)
% - network frequency deviation (Hz)

i) - Area bias (Mw/Hz2)
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The technique employed here to determine in which area

the load varied is shown in appendix A.

Step 3:
The control algorithm is now implemented by solving
for u in the variable structure control law, [egn.(3.29 )]

with the state vector x replaced by ACE

pGIACE]] _ (4.2)

= L[ACE]), + :
J | {mlacE];l |

Uk

h sampling period

where the subscript k denotes the kt
while [ACE]}S-' represents the value of ACE during the j-th
period; L, G and H are the coefficient matrices of the
control law while p is a design parameter as defined in
section 3.4. The replacement of the state vector x by
the ACE is justified by practical considerations since

only the two state Af and APt are available for measurement

at the power control centre.

Step 4:

Having obtained the total power command signal uy
at the k-th sampling period, the next logical step is to
shére the signal among all the generators participating
in the AGC scheme. If the number of participating
generators is m, then, a participation factor y, may be

defined such that;

vy, =1 ' (4.3)
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where vy, is the fraction of the total power command signal
to be sent to the i-th generating unit. Therefore, the
control signal Apci sent to the i-th generating unit at

the k-th sampling period is given by

6P T Yy (4.4}

The power allocation to generator i must respect the

static and dynamic limits of the generating unit concerned.
Obgérvance of the static limit is ensured by comparing

the total power command signal going into generator i

(ie APci + Pyt where Pci is the command signal for base
load) with the specified static limit of generator i, so
that the absolute power command signal is clamped at the
static limit. In the case of dynamic limits, a software
gradient 1iﬁiter is used ﬁo prevent the induced rate of
change of generation from bumping beyond the limit set for
génerator j. In addition, the power allocation formula
(4.4), should satisfy the dictates of AGC and to a reasonable

extent, those of economic load dispatch (ELD).

Step 5:

At the end of the computations, the program offers
to display the current real power generation set points
of all the generators participating in the AGC scheme by
the question:

Display power generation set points?
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1f the answer to the above question ig YES, the screen

clears and the heading:

—=w= Current Power Generation Set Points ----

is printed, followed by a page by page listing of the
set points.

Note that the AGC module can be run autcmatically whenever
the control computer scans a frequency and/or tie-line
power deviation beyond a specified threshold value. Due

to the peculiarities of the Nigerian power system, this
threshold value is currently set at 0.1Hz. In order to
enhance the on-line use of the VSAGC scheme, the following

power system data must be updated at the beginning of each

day
1. Total number of generators on AGC (m) Q
2. Nominal frequency fo (Hz) %
3. Scheduled Interchange power with area i Pti(Mw) .é
4, Estimated Spinning reserve regquired (Mw) ﬁj
5. Total power available for network control (Mw) gc
6. Area bias (Mw/Hz) f!

For each generating unit on AGC the following

data are required:

7. Unit number (numerical identification number)
8. Type (Hydro, steam or gas)

9. Base load (Pci)

10. Participation factor (y)

1. Required rate of change of load (Mw/seconds)
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12, Rate of load change limit (Mw/Sec.)
13, Required generating capacity (Mw)
14, Maximum generating capacity (Mw)

15. Minimum generating capacity (Mw)

4,5 Conclusion

This chapter has presented a computer aided design
software package for the synthesis of VSAGC schemes on a
general purpose, industry standard PC - AT microcomputer.
It was shown that the package could implement automatic
generation control action in a power control centre

environment, provided that an adequate supervisory control

and data acquisition (SCADA)} system is available, Performance

evaluation of VSAGC schemes was also shown to be easily
- undertaken by the use of this package to such a level that
both hard copy and screen plots of the relevant data could
be obtained.

In the next chapter, this package will be employed
to synthesize VSAGC schemes for the Nigerian power systen

based on three proposed operating models.
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CHAPTER FIVE

5.1 Introduction

A gy e — A —

The last chapter présented a computer aided design
(caDp) package for the synthesis, performance evaluation and
implementation of a proposed variable structure automatic
generation control (VSAGC) strategy. The package named
'VAGCD' was shown to be fully interactive and capable of on-
line usage in a power control centre environment,

In this chapter, the package 'VAGCD' is deployed to
synthesize VSAGC schemes for models of the Nigerian power
system, Threé analytical models of the Nigerian power
system are proposed, each representing a different but
possible operating strategy as will be shown in section two.

The performance of the Nigérian power system under
variable structure control is also investigated for different
working conditions, using digital computer simulation. In
order to enhance the applicability of the results so
obtained, certain linear and non-linear phenomena which
exist in practical power systems are simulated in the study.
These phenomena include amongst others; the effect of
changes in the inherent system load-frequency characteristics;
the effect of changes in the temporary and permanent droop
settings as well as the washout time constant; the effect

of water compressibility commonly called the water hammer
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effect; deadband effects and constraints on the rate of
change of generation. The chapter ends with a discussion

of the results, followed by a few concluding remarks.

— S o T " —— . T ok =

In order to design a controller for a given dynamical
plant, the control engineer first captures the salient

features of the plant dynamics in an abstraction - called

a mathematical model. Modern control theory, where the
subject matter of this thesis belongs, presents this plant
model as a system of first order vector -~ matrix differen-
tial equations known as the state-space or state-variable
representation. The main objective of this section therefore,
is to develoP'mathematical models of the megawatt - frequency
dynamics of the Nigerian electric power_system suitable for
the application of modern control theory to achieve automatic
generation control.

It is standard practice in conventional power system
operation, to control tﬁe real power balance in the system
by controlling the-dfiving torques of the individual tur-
bines via the speed governing mechanism. The load-frequency
dynamics (often called the megawatt - frequency dynamics)
of a typical power system, can, therefore be characterised
by the interaction of three closely related subsystems viz:

- The governing mechanism

- The turbine dynamics. and

- The grid network - frequency dynamics.
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How these subsystems can be represented analytically ﬁas
attracted a lot of interest over the past three decades

[21 - 28]. 1In each case, the accuracy of the model so

derived depends on the problem the author has set out to

solve and the use for which the results are meant. For
instance, if the aim is purely academic, a simplified linear
model suffices [28], quite unlike when a real life engineering
problem is to be solved. However, a typical power system

is non-linear with parameters varying with system operating
point. :

Furthermore, the structure qf any power -system is
unique. The uniqueness stems from such factors as generation
mix (ie, the percentage of hydro, steam and gas plants etc},
their relative locations in the defined region (country,
state, district etc) and the individual design of the power
equipments in use. T%e Nigerian power system consists of
hydrogénerating plants at Kainji, Jebba and Shiroro and
Fossil - fueled steam and gas plants scattered in the southern
parts of the country, notably - Egbin, Afam and Sapeie. These
generating plants feed a single grid network and are assumed
to form a coherent group characterised by a nominal frequency
of 50Hertz. In other words, the current operating strategy
of the Nigerian power system is that the whole country is

regarded as a single control area with a power control centre

at Oshogbo. A map of the Nigerian grid svstem is shown in Fig.s,1A [82).

For reasons such as rate of change of ¢generation, it
is standard practice to employ hydrogenerating units with

adjustable blades (where available) for the control .of
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sustained load changes and steamd/gas units for cyclic load
changes. Consequently two hydro units with adjustable
blades at Kainji and the steam plants at Egbin - for their
high capacity - have been selected in this thesis for the
purposes of deriving an automatic generation control (AGC)
model of the Nigerian power system,

However, due to the co-ordination problem that arises
in power system modelling for AGC studies [21, 25-30], it is
conventional to assume ﬁhat a given control area (1ike_
Nigeria for instance) consists of either predominantly
hydro or steam/gas generating plants, Based on this assump—
tion, three AGC models are proposed for the Nigerian power

system representing three possible operating strategies -viz:

{1i) As a single control area consisting of
predominantly hydro-generating plants
(ii) As a single control area consisting of pre-

dominantly steam/gas generating plants

(iii) As two interconnected areas with one area
consisting of predominantly hydro plants while

the other area consists of steam/gas plants.

In the technical literature so far, most investigators
into the application of modern control theory to the AGC
problem have assumed first order load perturbations.
Therefore, they limited their simulations to the incremental
linear model dynamics of the power system load-frequency
interaction [28 - 30]. Given the observed characteristics

(wide variations in load/generation demand) of the Nigerian
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power system, results based on the incremental linear
models may prove unsatisfactory for purposes of sound
engineering decisions. The models developed here are
non-linear so as to represeht as closely as possible the
aétual system dynamics.

In developing the proposed models, the procedure
adopted is to first derive the governing system and
turbine dynamic equations for the hydro and steam generating
units respectively, Each pair is then merged with the
load - frequency dynamics model of the grid network to
complete the desired .analytical representation of the
entire system. Therefore, sub-section 5.2 presents the
derivation of the nonlinear hydro-governing equations as
well as the necessary modifications to obtain the equations
for the steam equivalent. This is followed by the deriva-
.tion of the turbine dynamic equations and those of the load-
frequency interaction of the grid network. The three sub-
models are then, combined to obtain the cémplete analytical

nmodel for the AGC of the Nigerian electric power system.

— i T s Al e e s . e A e v s v et  — ————

The model of the governor developed here is based
on the linkage equations of a stabilized hydraulic amplifier.
In order to improve on the accuracy of the model, the

following nonlinear effects have been considered:
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I. Finite gain constraints of the combined pilot

valve and servo valve.

II. Constraints of the gate servo-motor velocity
and position
III. variation of turbine characteristics with
turbine operating point (within the normal
operating range)
Iv, Deadband effects including telemetering time.
A generalised linkage system is shown in Fig.gt.1.

It is assumed that all uncertain phenomena within the
turbine have negligible effect on its response as detected
by the governing system. This implies that the boiler
produces enough steam in a steam powered generator or that
enough water is in the reservoir of a hydro - generating
unit to allow a desired steady state operating point for
the turbine.

It is also assumed that thé turbine torque at rated
speed and head/steam pressure is directly proportional to
gate/valve sensor reading from no load gate/valve position
to full load opening. Note that at no load, the gate/valve
is not fully closed (due to friction and windage losses),
just as it is not completely open at full locad. The implica-
tion of the above assumption is that the gate/valve position
sensor - reading in per unit (on a base of fully opened
gate/valve to fully closed gate/valve) must be corrected to
conform with plant dynamics within the linear range. Finally
the linkage rods are assumed inelastic.

Within the framework of the above assumptions, dynamic

equations for the governing mechanism are derived below for
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bpth the hydro and steam generating sets.

5.2.2.1 Dynamic_Model of The Hydro - Governing Mechanism

— s — o A — A S — O T T e T —— . — — T . v — e S S —— — ——

The diagram of Fig.5.1 is a typical linkage arrange-
ment for a hydro - governing system. The feedback arm
linking the speed changer, controls the permanent droop
setting of the generating set while the second arm via the
dash-pot, fixes the temporary droop characteristics, The
phenomenon of 'temporafy droop' is peculiar to hydro-
generating units., It is introduced to counter the destabi-
lizing effect of the water inertia during transient
operation [24,34]. The water inertia tends to initially

increase generation in response to a 'decrease generation'

command and vice versa.

Neglecting the time of action of the pilot valve of
the hydraulic servomotor, the linkage relations are derived
by considering the final effects of a given perturbation.
For instance, if the system has experienced a frequency dip,
necessitating a command for increased generation, the fly
ball link rod is moved in the direction -b; (Fig.5.1).

From perturbation theory and superposition principle, the

displacements y and e are related to b as follows:-

_ 3b 3b
-b = 5y y + = |e (5.1)
e Y
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where, from similar triangles,

ob b 1 (5.2)

and b is the per unit value of the final flyball link rod
displacement while e and y are the corresponding normalized
displacements of other link rods (see Fig.5.1). Hence, from

eqns. (5.1) and (5.2}

«b = (1 - mle + mny (5.’33,

Similarly, displacements g, e and z are related by

e = (1 -p)z + kpg {(5.4)

lwhere k and p are as shown in Fig.5.1. Since the aim is to
obtain an expression relating the input b (representing
either a 'raise generation command' or 'lower genération
command') and g representing the movement of the wicket

gates, e may be eliminated from eqn.5.3 to yield:

-b = (1-m)pkg + (1-m) (1-p)z + my (5.5)

The expression for permanent droop R may be obtained by
imposing the condition for stationary wicket gates in

which case z = y = o, so that egn,(5.5) reduces to

-b = (1-m)kpg (5.6)

or
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R = a-' = (1-m)kp (5.7)

Similarly, to derive an expression for the temporary
droop r, the dash pot is locked solid so that y = g iﬁ
Fig.5.1 and the speed changer is unperturbed. In other
words, the feedback link for the permanent droop setting
is assumed non-existent so that k vanishes in egn.5.5

while z = o, giving:

-b = my = mig (5.8)
or
-b
= —_— = A 5.9
r 3 m { )

For a given perturbation, the dashpot displacement may be
represented as ¥ = &g while the dashpot dynamics are given
.by

TR(y - %g) = -y (5.10)

where Tp is the dashpok :time constant and y is proportional
to force. Using eqn.(5.9) in eqn.(5.10)} gives the dashpot

differential equation as:
Tly- 2§ = -y (5.11)
R m

Now, by solving egn.{5.3} for y and substituting in

eqgn. (5.11) gives § as

e - X (5.12)
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Then, differentiating eqh.(5,3) with respect to time and

substituting for y given above yields

s . -1 5 - T g- & -
€= ~7xgP "Tm¥T T T-m) T (5.13)

when the governor opens the turbine gates in Fig.5.1, the
water column is allowed to hit the turbine blades. It
follows that the link between the governor, the water
column and the turbine is provided by the motion g of the
wicket gates produced by the servomotor, Hence, the
governor linkage differential equation is related to the
equations for the turbine and water column by the servo-
motor equation

g = fnlkyz, 9 4 Q) (5.14)
where f£,(*) stands for 'function of' and k, is an
equivalent small signal gain relating servomotor velocity
to the displécement z when the pilot actuator valve is
assumed to act instantaneously. By substituting for z from

eqgn. {5.4) and using egn. (5.7}, the servomotor equation

{(5.14) transforms to:

- ‘Rg_ ¥ (5.15)
§ = £_Ik (= - )g,g]
RTRIP (1-m) (1-p)
Let Cp and ¢h be defined by
C,. A e(1-m) (5.16a)

h
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k
h (5.16b)

(1-m) (1-p)

Y

Then substituting eqn.{5.16) into (5.15) yields the

following governing system equations:

£y -

Qe
H

1
= f{c_ + b) (5.17})
Tg h

€3
|

£ Loy (c, = Rg), g, g1 (5.18)

/
Note that the signal P, from the AGC equipment is applied

to the speed changer of the governing system. This causes

a change in generation resulting to a change in frequency
which is feedback wvia the governiné mechanism. Therefore
the final flyball motion b is proportional to the inter-
action between the AGC signal P, and the frequency feedback

signal Af ie

b = P, - ktAf (5.19)

where kt is a constant representing the transducer gain.
In practice, kt is equal to the reciprocal of the permanent
speed regulation 'R’'.

It is also to be noted however that the explicit form
of the functional relation of eqn.(5.18) is dependent on the
constraints imposed on g and é by the design of the governor
and servomotors. Such constraints include the maximum gate
opening and closing velocities, the degree of damping etc.

At an instant when none of the constraints exists, eqn. (5.18)

reduces to
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g = ¢ lc, = Ra) (5.20)

This form is utilised in Appendix B for deriving an

equivalent linear model for the hydro governing system,

5.2.2,2 Speed -_Governing System Model For Steam Turbine

e . i o o T et i o e e i W il T Gt W . Sl e S e ey L S S A e S

The basic difference between the hydro - governing
mechanism and its steam counter - part is the absence of
the daShpot component in the latter, due to the relatively
low inertia of the pressurised steam. The linkage diagram
of a typical speed governing mechanism for a steam turbine
is shown in Fig.5.2.

Following the same reasoning as in the hydro - governing

case, if a 'raise generation' command is applied to the

governor, the flyball link moves a vertical distance b in

the direction shown. The linkage relation for this motion

is obtained as

b = (1 -p)z + kpg . (5.21)

As in the previous sub-section, the permanent droop’
expression is derived by equating z = o in egn. (5.21) to

obtain

R = g = kp (5.22)

Imposing the assumption that the boiler produces enough
steam at the required pressure, the relationship between
the governor linkage differential egquation and the turbine

dynamics can be expressed by the nonlinear servomotor
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equation viz: -

g = £ (k.z, g,9) . - (5.23)

where all the parameters are as defined in section 5.2.2.1
and subscript 's' stands for steam - plant. By making use
of eqns,.(5.21) and (5.22) to eliminate 2 in egn. (5.23) and

letting

6. = — ' (5.24)
egn. (5.23) can be written in the form
g = f£lo (b~ Re), g, §:] (5.25)

At the instant when none of the constraints exists, the

explicit form of egn. (5.25) takes the following form

- _ _l N
g = ¢ (P, - g sf - Rg) (5.26)

where eqgn. (5.19) has been used to eliminate b.

The basic principle behind the derivation of the
dynamic equations for the turbine is the relationship between
the turbine flow and the rate of change of fluid weight.

This is expressed in the familiar continuity equation given

by 3



130

a _ _
d@ - %n " %ut _ (5.27)

where W is the weight of flnid (water 6r steam or gas) in
kilogram - force (kgf) and Q is the turbine flow in kilogram-
force per second. Figure 5.3 illustrates the above rela-

' tionship for an unconstrained flow case.

However, for effective control, the turbine gate is valved
and the flow is sometimes subjected to an intermediate
reheat arrangement like in some steam turbines. Some hydro-
turbines like the Kaplan type also employ a mechanical
follow-up servo to adjust the angle of position of the
runner blades as the gate opening varies, for increased
efficiency. Therefore, the turbine dynamic equations
derived in this section for both the hydro and steam plants
are much more complex than the continuity relation of egn.

'(5.27), since all the additional components are considered.

5.2.3.1 The Dynamic_Model Of The Hydro_ =-_ Turbine

o s v . Bl . — o T b W S g vk bt v U g e e - = ——

The hydro turbines installed in the generating units
of interest at Kainji hydrostation are of the YRAPLAN' type.
Their most distinguishing feature from the conventional
ﬁydro—turbines is that béth the wicket gates and the runner
blades are under servomotof control - the latter via a
mechanical follow-up type servo - for improved efficiency.
Dynamic equations for a conventional hydro-turbine have
been derived by Undrill and Woodward [24]. The analysis
outlined below is specifically adapted to the Kaplan turbine

which is perturbed by a signal applied to the speed changer
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of the governing mechanism.

Figure 5.4 represents the sectional view of a typical
Kaplan turbine runner blade where the arrow-heads point to
the directions of positive motion. V, and V, are the
velocities of the runner biade at the effective moment
arms at the inlet and outlet respectively. For the assumed
lossless case, vy ig the inlet water velocity relative to
a stationary reference frame while Ve is the exit water
velocity relative to a reference frame attached to the
runner blade as shown in Figure 5.4. Vei and Vo are the
tangential components of the water wvelocity at the inlet and
exit respectively while Vi and VZe are the corresponding
downward flow components. Finally Vi and Ve are the
velocities of the centre of mass of the blade at the inlet
and exit respectively. All guantities are in per unit of

‘rated values . Under rated operating conditions; we have

v. =V = N {(5.28)

where N is the rated blade velocity in per unit.

The velocities of the runner blade Vi and Ve can bhe

expressed as

V. = R.N {5.2%a)

and V_ = RN (5.29b)

If the moment arms Ri and Re are defined as the reference

lengths then for simplicity, we can write

R. = R = 1 pu (5.30a)
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giving v, =V = N {5.30b)

The downward flow components are given by

"

v,y =a;andv,, = Q/a, (5.31)

where A, and A, are the effecitive flow areas respectively
and O is the turbine flow in per unit. Assuming A, = As

equation (5.31) becomes

v =V =V = /A (5.32)

The inlet water velocity can be obtained from the flow

and fractional gate opening 'G' as

v o= =2 (5.33)

where A, is the flow area at 100% gate opening.

By Newton's second law, the hydraulic force 'F' acting

on the runner is given by
p= L) = S My, - V) 15.34)
dt dt ti T te :

where M is the mass of water and AV is the change in
velocity. Under steady-state flow conditions (i.e no
turbulence)

d _ dM .
vy (Vti - Vte) = 0 and T Q; such that

F = Q(vti - vte) (5.35)
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oy
¢  When this is combined with eqn. (5.30a), the hydraulic

L

torque is given by

For a given blade angle ¢y (Fig.5.4), it can be shown

that

- - L4 = N - .3
Vie Vne szot g N VzCot ¢n (5.37)

Using equations (5.32), (5.33) and (5.37) in (5.36) yilelds

_ Q Q -
Tn = QI AGG + X Cot ¢B N} (5.38a)
or
- Q -
Tn = Q[k1 G + k2 Q Cot ¢B N) (5.38Db)
_ 1 _ 1
where k1 = EG and kz = g\

The hydraulic power P by definition is given by

= = Q -
Pm NTn NQ(k1 e + k2 Q Cot ¢B N) (5.39)
and since P = Hy Q/ where Hg is the effective head acting

on the runner, then

= Q -
Hp, = Nl %/G+ k; Q Cot ¢,-N) (5.40)

The water passage dynamics are given by the familiar

continuity equation

W - H, =T 92  (5.41a)
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where H. is the static head and Tw is the water starting

R
time in seconds defined by [23,27]

T = (5.41b)

where ZLi ig the total length of the water passage which
includes turbine intake + scroll case + draft tube,vi is
the instantaneous rated velocity of water in these sections
and 9, is the acceleration due to gravity.

The efficiency n of the system is defined as

= T (5.42)

and if Hp in eqn.(5.40) is used in eqn. (5.42), the result
is

- 1 Q -
n o= g (k &+ kyQCot egN) (5.43)

on differentiating n in eqn. (5.43) partially with respect

to G and ¢B respectively, we have

k,Q
. o2l A
k,Q
g_’_‘_ = (_f!_) (- —— ) (5.45)
*B R sin2¢B :

The relationship between the gate opening G and blade
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angle ¢ can be obtained using the principle of equal
incremental cost., Hence, equating {(5.44) to (5.45) and

simplifying yields:

-  sin ! {G (5.46)

95

Due to difficulties in measuring A and AG , the constants

k1 and k2

opening at rated output as follows:

can be obtained from the blade angle and gate

From egn. (5.46)

sin(¢B rated)
k = k {5.47)

G

rated

Under rated conditions Hp = Q = N = 1 p.u and eqn. {5.40)

becomes;
k

G

1
rated

) -1 (5.48)

* k2 Cot {¢B rated
Substituting for k2 from eqgn. (5.47) and simplifying gives

_4g
ki = yGrsinze, (5.49)

Figure 5.5 shows a block diagram representation of the Kaplan
turbine link egquations where the blade servo has been modelled

as a rate limited first order lag with a time constant TB' ie

dé

B .
$ - %, = T5 g5 {5.50)
Bref B B dt

where T, depends on the servomotor design.

B



136

Quy e = Mout
Fig.5.3 Continuity Vesse|
. Ve | /
(Vze
y , Ve
Vta
Fig.5-4 Caoplan Turbine Runner Blade (sectional view)
gmux meU}I
G_ -1 Jk 7— \ . /_ L 28
—-G_‘;h:_._-— SIN (GJ- -2/-“1 J \_/ Ta _/
position .
gBmin ﬁBmin
N 1 l
Hy N\ A 4 |e
Q -
N(]'.‘q.a K. q. cor §g)-N) :\TJ* Tw g
Hp

[

Fig 5-5 Block Diagram Representation of Kaplan Turbine




- 137

5,2.3.2 The Steam Turbine Model

Steam turbines may, in general, be classified into

-

three groups [25] namely:

(1) The non-reheat turbines
(ii) The single-stage reheat turbines and

(iii) The double-stage reheat turbines.

The turbines at the Egbin generating station are of the
single - stage reheat type. FoOr such turbines, the process
of extracting mechanical energy of rotation from pressurised.
steam - flow occurs in three stages viz, at the high
pressure chamber, at the intermediate pressure chamber and
at the low pressure chamber as shown in figure 5.6,

The goal of modelling the steam turbine is to obtain an
expression relating the change in valve position to the
éorresponding change in shaft input power (or mechanical
output power Pﬁ). The steam chest (which lies between the
governor - controlled valves and the high pressure turbine)
together with the inlet piping to the first turbine cylinder,
the reheater and the crossover piping downstream all
introduce time delays which the model must account for.

From the continuity relation (eqgn.5.27), it is easily
seen that any steam flow through a given chamber can be
modelled by a corresponding time constant. Hence, the flow
through the steam chest and high pressure piping may be
modelled by a time constant TcH, the reheater by a time

constant T while the crossover piping is accounted for by

h

Tco} From figure 5.6, let P , P_ and P_ represent the steam

H I L
flow in Joules per second at the indicated locations, then
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P, = FiFy* F,Py + FaPy (5.51)
where F1PH' FZPI’ FBPL are the respective fractions of the
total mechanical output power developed in the high pressure,
intermediate pressure and low pressure sectioné of the
turbine respectively. F,, F, and ¥, are measures of the
output efficiencies in the respective sections and they have

been normalised such that:

F, + F, + F = 1 (5.52)

1f, for simplicity, it is assumed that T = ©

then, P, = P, in Fig.5.6 and egn. (5.51) reduces to

P, = F,Py * (1 - F1)PI (5.93)

The effect of this assumption is of no serious consequence
for the reason that, Tco is very small usually of the oxrder
of 0.3 to 0.5 seconds [25], so also is the contribution of
F.P. to the total mechanical power output. By substituting

3°L
for P, and P. from Fig.5.6, egn.{5.53) now becomes

I
1--F1 1 + F1STrh
P = F, P+ P = | P
m 1°H H H
L STrh 1+5Trh)(1+STcH)
or
1 + F,sT
1" "rh
m 1T4sTrh)(1+sTcH)

where 's' is the Laplace operator and G is the fractional
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valve opening. Typical value of Fy is about 0.5 [25].
The mechanical output power P is exerted on the rotor of
the synchronous machine to generate electrical power PG'
For constant excitation, the generated electrical power
is directly proportional to Pm such that for any increase

in valve opening AG necessitating an increase in generated

power APG, the steam - turbine response is given by
1 + F,sT
sp = 1~ rh AG ' (5.54b)
(1+sTrh)(1+sTcH)

The basic principle of conservation of energy is
employed in the modelling of the power transmission system
since the total energy generated must equal the energy
consumed, |
The conventional power system operating strategy is
characterised by a group of generators, usually of
different kinds, which are connected by relatively strong
tie lines. 1In the event of any disturbance resulting in
power swings, the group swings in unison. This coherency
property ailows the group not only to be characterised by
the same nominal frequency but also by the same frequency
deviation (Af) whenever there exists a real power imbalance
in the system. Such a strongly tied group constitutes a

' control area' under one AGC scheme and can cover a whole
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country (in the case of Nigeria for instance) or a small
percentage of a country (such as in the United States of
America). |
Furthermore, each control area is interconnected with
other control areas via relatively weak tie lines such
that each area swings against the other in the event of a
disturbance. These inter-area ties could be within a
country (like in the USA) or accross national boundries
e e i
(like the one between England and Scotland for instance}.
The inter-ties should permit the flow of power in either
direction to allow for the borrowing of power from a sister
area in the event of one area failing t& satisfy her demand;
to this extent, the present link between Nigeria and the
Niger Republic is NOT an intertie. It is a case of a
source feeding a sink. Figure 5.7 represents schematically
‘a multi-area.system operation consisting of two control
areas which are characterised by different frequency devia-
tions (Afi, Afj) resulting from a disturbance in one area.
Now, if the load deviation, usually random, are assumed to
be step functions whose magnitudes fall within the mathe-
matical definition of first order perturbations, then the
real power - frequency control channel and the reactive power-
volfage control channel are decoupled. This is the standard
industry practice so far as the control of real power
imbalance is concerned [31,32].
Given the background above, the model of the transmission
system suitable for AGC is limited to the dynamic equations

governing the real power - frequency interaction. The
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equations are derived below using an incremental (piece=
wise linear) approach based on the principle of energy

conservation.

o e e Wi i o e e e et e U il O S Gk S N S S M Sk S kM S D G

5.2.4.1 The Dynamic Equations Of The_ Transmission System

Suppose there occurs a step change in real power

demand APDi in area i resulting in a change in -the

generated power AP then, neglecting losses, the surplus

Gi’

power AP. - Ap, . can be absorbed by the system in three
i i

possible ways viz:

(i) by changing the area kinetic energy wye
(ii) by a change in load consumption and

(iii) by the export of power APEi via the inter ties

i, The area kinetic energy varies as the square of

frequency £, or expressed mathematically

- Gy 55
= () Ok io (5.55)

{
k .
1 o

is the kinetic energy, measured at the nominal

io
frequency fo(Hz), while fi is the instantaneous fregquency

where dk

of the control area. Since fi = £+ Afiand Af; is small by

assumption, then egn.(5.55) can be written as

fo + Afi 2 Afi
£ ) Orio - (1 + 2 —— , {5.56)

= ( )w
o fo kio

Bxi
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Af, 2

where (—fi has been neglected.
o)

The rate of change of kinetic energy may then be written

as

ky d . (5.57a)

In per unit of area capacity P_;. eqgn.5.56 can be rewritten

as 2w

kio 2H
1 d . d id
—_ = w, . = — Af, = ——= AL, (5.57b)
Pridt ki £, Pri dat i fodt i
“gio -
where H;, % B .is the per unit inertia constant in
ri

seconds while Pfi is the total mega-watt rating of the area.

Typical values of H are between 2 - 8 seconds and are

independent of area size.

ii. Due to the dominance of motor loads, all typical
loads experience a change in power consumption in the event
of _fluctuatiohs in frequeﬁcy. Defining the parametex

D, = aPD/afi , the portion of the surplus power lost due

to increased load consumption is given by

(5.58)

The D, parameter (MW¥/ Hz) is determined empirically and
studies have shown [33] that for an average load which
consists of 60% induction motors, 20% synchronous motors

and 20% other 'ingredients' Dy = 1.0,
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jii. The total incremental tie-line megawatt power exported
from area i equals the sum of the out-flowing incremental
powers in all the tie lines connected to area it for a

- i = A . .
two-area system (Figure 5.7) APp, Ppi-j

However, since both areas swing against each other, the net
export of power out of area 1 is a function of the difference
- between the nominal load éngles of the two areas (Gio—Gjo)

as well as the incremental load angle changes. Expressed

»

mathematically, this becomes

aP

- ijm . _ _
APEiwj = 3 Si-aj) 31n(5io Gjo}[Asi Aaj] (5.59)
or
APEi-j = Pijm cos (8, - djo)[aai - Asj] (5.60)
giving
&PEiﬁ = Tijo (AGi - ABj) (5.61}
where Pijm (Mw) is the static transmission capacity of the

tie line, Gio {radians) is the nominal operating load andle
in area i and Tijo (Mw/rad) is the synchronizing coefficient
or electrical '‘stiffness' of the tie line.

Now Aéi is reléted to Afi by the integration of the latter
viz:

Aai - AGj = 2n![Afi - Afj]dt (5.62)

On changing the megawatt values to per unit of area ‘i

capacity (Pri) such that
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ZHTijO[fAfidt - IAfjdt]

AP A

Eij =

Pri
= T..[fAf.dt - SfAf.dE] (5.63)
1] 1 : J
) 27T, .
where T.,. = ———212
ij P

ri

then, the energy conservation equation can be written as

2H
i d .
- = -——A . .A N a - 3
APGi APDi f-c-;-—- 3t fl, + Dl fi + Ti] [J"Afldt J'Afjdt]
(5.64)
In the Laplace domain, Egn.(5.64) becomes
2Hi Ti.

APGi(s) - APDi(s] = f;; sAFi(s)+DiAFi(s)+ —gl[AFi(s)—ﬁFj(S)]
(5.65)

which can also be written as

{APGi(s) - APDi(s) - APEi(s)]GPi(s) = AFi(s) (5.66)

where
k_.
Gpy (8} = ~
1+sTPi
KPi = --15— HZ /Pu Mw
i
I
and 2H.
Tpi = £ s saconds
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The transmission system model can therefore be represented
by the block diagram of figure 5.8 for a two-area inter-

connection.

Note that for a single area, APEi = o in egn.(5.66).

5.2,5 Equivalent Linear Forms of The Derived Sub-models ;

. — S — ———————o—-—_u—-.——_——ﬂ————————-——-———

In order to synthesize a variable structure automatic
generation control (VSAGC) scheme for each of the three
different models of the Nigerian power system, the linear
forms of the derived equations are needed. These linearised gi

equations are presented below as component transfer functions, ;

- ° Hydro Governing System. §
If in section 5.,2.2.1, the hydro generating unit is

operating at a given steady-state condition below the rated

ocutput and the change in load demand is assumed to be small
so that the constraints on gate opening position g and its
velocity é do not exist, then, an incremental change AG

in the governor - controlled gate position will result. ﬁ
Starting from eqn. (5.20) and using incremental analysis, it é!
is shown in appendix B that the relationship between the ?
speed changer signal APC, the frequency feedback signal
Af and the change in gate position 4G is given by the

transfer function

’ s Ty + 1 1
AG = - (6p_ - gAf) (5.67)
(STG+1)(§STR+1)
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where

4G == change in governor controlled gate position
TG -3 governor time constant

R —>» steady - state speed regulation.

r -—> transient speed regulation

APC -——> change in the speed changer (AGC) signal.

° ~ Steam Governing System

- By following similar arguments as above and starting
from eqn.(5.26), it is also shown in appendix B that the
linearised model of the steam governing mechanism is given
as

LAG = — (Apc - %Af) {(5.68)

sTG + 1

‘where all the parameters are as defined above,

° Hydro - turbine Dynamics

In deriving the linearised model of the hydro -
turbine dynamics, the effect of servo control oﬁ the turbine
blades is neglected and the turbine is assumed to be
operating within the linear range so that neither turbulence
nor compressibility exists. Then, starting from the
continuity equation of egn. 5.27 ,the linearised model of
the hydro-turbine dynamics is derived in appendix B as

-s T+ 1

G s (Tw/ 2) +1
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where
AP =—» change in generated power proportional to
turbine power

A, =—=> change in governor controlled gate position

G
Tw —» water starting time in seconds.
° Steam-Turbine Dynamics

The model of the steam turbine dynamics derived in
section 5.2.3.2 is already linearised as shown in egn. (5.54b).

It is therefore used directly.

° Power Transmission System Model.

The linearised model of the power transmission system

is given by egn. (5.66).

° Power System Stabilizer.

It is conventional in power system operations to
feedback a signal proportional to the integral of the
frequency deviation for the purposes of zeroing the frequency
error [68]. Usually, this signal is fed to the secondary
control equipment. In this thesis, the above condition is
achieved by passing the fregquency error signal through an
ideal integrator having a normalised gain of unity. If the

resulting signal is represented by APz, then it follows that

nl=

APZ = Af (5.70)

where 's' is Laplace operator.

e}

i St ~ AR S . e e . e .
o T S S ep 3 .

O il o i gl
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For an interconnected power system, the integral of the

tie-line power error signal is also added, hence
= 1
AP, Sk A + APL] (5.71)

where APE is the tie-line power deviation and kf is the

frequency bias.

5.2.6 Complete_System Models

e — e U o Gk ————

In this subsection, the corresponding component
equations derived above are appropriately combined to form
each of the proposed AGC models of the Nigerian power
system, Each model is represented by a state equation of

the general form,

x(t) = BAx(t) + Bu(t) + TE(t) (5.72)

nxm

wherexe']Rn,ue]Rm,£eIRp,Ae]Rnxn,leR and

I £« R™P, rThe vector x represents the n-states of the

system, u is an m-vector of control inputs while £ is a
p - vector of disturbances. The constant matrices A, B and

I', which define the nominal linear system, represent the

’
nxn system matrix, the nxm control matrix and the nxp
disturbance matrix respectively. The elements of the
matrices A, B and I are computed from the known characteri-

stics of the power system.
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e . A s o et T e o o S o St T Y o ot Y ottt i — il Y . T R T

The complete power system model for the hydro -

dominated single control area is obtained by combining

eqn. (5.67) for the hydro - governing mechanism with egn.

power transmission network (where APE = 0) and eqn. (5.70)
for the power system stabilizer. The result of this

(5.69) for the hydro-turbine dynamics, eqn. {5.66) for the ; .
combination is represented in the block diagram of Fig.5.,%a-
:
E

5.2.6.2 The Model of A Single = Control Area Dominated

Similar to the above procedure, equation (5.68)
-representing‘the governing system dynamics for the steam
plant is combined with egn.(5.54b} for the steam - turbine,
eqgn. (5.66) for the power transmission network and eqn.(5.70) 
for the power system stabilizer to obtain the complete
sfstem model for a single control area dominated by steam-
powered generators. The block diagram of Fig.5.10a shows

clearly the result of this combination,

5.2.6.3 The Model of The_Two-Area Interconnection

o e o e e et o o o . g o o B R A S e T A T et e

The two-area interconnection described here, consists
of one hydro - dominated area and another area which is
dominated by steam - powered generating plants. Thus, the
mo&el of the interconnected area is obtained by combining

the two single - area models derived above such that APE is

o e e
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retained in eqn. (5.66) for the power transmission system
while eqn.(5.71) is inserted to represent the power system
stabilizer. The resulting block diagram representation
of the model is depicted in Fig.5.11a.

In the next section, theé models of Figs.5.9a 5.,10a
and 5.1Maare respectively utilised for synthesizing

appropriate VSAGC schemes for the Nigerian power system.

5.3 Synthesis_Of VSAGC_Schemes For Models Of The Nigerian

e b i A M g S T P St i B e T

Three analytical models of the Nigerian power system
representing different operating strategies were proposed

in the last section. The aim was to develop models that

‘could be used for the application of modern control theory

hased on state space techniques to achieve generation control.

In this section, variable structure automatic genera-
tion control (VSAGC) schemes are synthesized for each of the
proposed AGC models of the Nigerian power system. The per-
formance of the system under variable structure control is
also investigated using digital computer simulation.

The implementation of the synthesis and simulation
processes presented here is achieved using the VSAGC design
package described in chapter four. The design procedure
follows strictly the steps outlined in chapter 3 which were

clearly demonstrated in the application example.
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5,3.1 VSAGC_Design For A Hydro - Dominated Single Area Model

—— e e S A S e by S S Sk T . Y T kT Yk it T v vt S et D e Sl S g T B o

The block didgram representation of a single control
area dominated by hydro - generating plants and which is
under variable structure control is depicted in Fig.5.9b.
The block labelled 'VSC' performs the synthesis of the
variable structure control signal 'u' which acts on the
speed changer of electric generators to effect automatic
éeneration control (AGC).

The system of Fig.5.9b can be represented in the state space

form of eqgn.(5.72) if:

] ]
0 1 0 0 0
5
A= 0 _T T 0 0
p p
-2 -2 2 2
0 0 2 2 2,2 (5.73)
T(u TG Tm TG
o A F -1 0
RRT K RT,  KORT, X, Tq
1 1
0 0 0 1 -1
L Ta T
B=1[0 0 0 ! 01  (5.74)
KT

01  (5.75)

-
I
o
|
Hl =
ok
o
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.
The superscript ' represents vector or matrix transpose.
By substituting for the parameter values of the Nigerian
power system (see appendix E), egns. 5.72 - 5,74, become
[0 1 0 0 0 1
’\
0 -1415 4.7169 0 0
A= 0 0 -0.5 -3.,33 .3.83
0 . 6.925 -4,.718 0 -0.0209 (5.76)
» 0 0 0 1.667 ~1.667
¥ . ‘
B = [0 0 0 0.0209 07 (5.77)
T [0 -4,7169 0 4,7169 0 (5.78)
Now invoking the EXIST module of the computer aided design
package VAGCD to solve the existence problem, the trans-
formation matrix M is selected as;
[ 1 0 0 0 0]
0 1 0 0 0
M = 0 0 1 0 0
0 0 0 0 1
4 _0 0 0 1 04

such that the transformed A matrix becomes



LO

0

1 0

-0.1415 4,72

0 -0.5

0 0
6.925

-4.7

0 0

69 0 0
3,83 -3.33
-1.667  1.667

18 0 -0, 02 09)
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Closed-loop system poles are selected s0 as to ensure system
stability and fast transient response. Stability is ensured
when the poles are in the left-half s-plane. For a fast
transient response, the poles should be located far from the
origin of the s-plane, however, they should not be too large
so as to avoid excessive control effort. From simulation, a

suitable choice of closed-loop poles is

-..3,

_4'

-5 and -6.

The corresponding reduced order vector F is comjputed to be

F

((5.721

-2.250

5.80

2,923)

thus giving the sliding plane vector C as

Cc

(5.721

- 2.250

5.80

1.0

2.923)

Note that the model parameter values of =gns. (5.76) to

{5.78) strictly represent the case where the inherent lcad-

frequency characteristics of the system (D) equals 1.5 p.u

while the temporary and permanent droop settings (r and R)

are 1.0 and 0.04 pu respectively.

When these parameters ahange , the model parameter values

change correspondingly resulting in different values for

the elements of the sliding

when D

=

2.0 pu, r = 0.6 pu

of the sliding plane vector

(-13.35

-2s81

plane vector C,.

and R

0.7 p.u,

For instance,

are determined as;

17.92

1.0

the elements

10.77).
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Simulation results are presented later to show the effect
of variations in parameters D, r and R on the system.
In order to compute the unit vector control parameters
the module REACH of the computer aided design package
VAGCD is invoked to solve the reachability problem. The
unit vector control law is defined by eqgn. (3.29) and the
design problem involves computing the elements of the
control vectors L, G, and H. Using the module REACH, the

second transformation matrix M2 is selected as

1 0 0 0 0]

I, ' 0
My = f-demmfomoe- = 0 1 0 0 0
F I 0 0 1 0 0
0 0 0 1 0
5.721 -2.25 5.80 2.923 1

where the vector F has been determined above.
Then by choosing the scalar ¢ interactively as -1, the

linear control vector I, is obtained as

L = [82.645 -26.91 70.27 53.74 -13.44]

Now, with the choice of ¢ = -1, the solution to the
Lyapunov equation [egn. (3.39)] becomes P_ = 0.5 with the

result that the control vectors G and H are obtained as:

(57.21 -22.5 58.0 10.0 29.23 ]

]
n

{2.86 -1.125 2.9 0.50 1.46 1]

fani
n
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Figure 5.12 to 5.14 below show the performance of the
system under the above controller for different values of
D, r and R. The exercise is partly informed by the need to

investigate the robustness of the variable structure

control scheme.

" — -

The block diagram of a single control area dominated
by steam - powered electric generators is shown in Fig.5.10b.

This system can be modelled in the state variable form of

egn.5.17, if:

_
0 0 1 0 0 W
1 1
T T R
A = 1 EE
0 0 -7 T 0
P P
0 0 0 -1 1
T h Tch
c (5.79)
o - B Th 0 1
5 Trh TG TGR Trh‘
1 ' Fiy
B = [0 — 0 0 T ] (5.80)
G G

K
r = [0 0 EE 0 0] (5.81)
P
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Now, substituting for the parameter values of the Nigerian
power system (see Appendix E), egns. (5.79) to (5.81)

reduce to

[0 0 1 0 o |
0 -10. -5, 0 0
A = 0 0 -0.07 4.717 0
0 0 0 ~3.846 3.846
v _ 0 -4.9 -2.5 0 ~0.1
B = [0 10 0 0 5]
&
r = [0 0 -4.717 0 01"

By invoking the EXIST module of the computer aided design
'package VAGCD, and following the procedure of the last

section, the nxn transformation matrix M is selected as;

1 0 0 0 0] )
0 1 0 0 -2
M= 0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

such that the transformed A matrix beccmes

-~
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B 1 i
0 0 1 0 ' 0
]
0 -10, -5, 0 ' -0.02
r
0 0 0 -3.846 , 3.846
—————————————————————————————————— T ———
L O -4.9 -2,5 0 : 0.11

By placing the closed loop poles of the system arbitrarily

at -1.5, -2,0 and -2.5 $j1.5, the reduced order vector F

is determined as

F = [0.041 4,98 2.62 -1.79]

thus giving the sliding plane vector C as
c = [0.0414 4,98 2.61 -1.79 1.01]

In computing the unit vector control vectors L, G and H
using the module REACH, the second transformation matrix

M2 is selected as

JHEKI [ 1 0 0 0 0

M, = ;, :“;: i 0 1 0 0 0
0 0 1 0 0

0 0 0 1 0

0.041 4.98  2.62 -1.79 1]

where the vector F has been determined above. In a similar

manner to the previous section, the scalar ¢ is chosen as
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-1, thus giving the linear control vector L as
L = [-9.4 -8.7 =-7.7 0.018 -0.,38]

while the non-linear control vectors G and H come out to

be
{-0.12 -1.2 0.1 -0,03 0.84]

@)
n

[4.9 5.5 2,45 0.07 2.5]

=
n

Figures 5.15 to 5.17 show the performance of the system

under the controller éynthesised above, for different

values of the parameters D and R.

e e o o e s e P T b Tl Sul il BeS T Tkl A S A S

The block diagram representation of a two area

‘interconnection is shown in Fig.5.11b. Subsystem i is

dominated by hydro - generating plants while subsystem jJ
is controlled by steam powered electric generators. Each
area is assumed to be autonomous from the point of view
of sﬁpplying its own load under normal operating conditions.
When there occurs a load variation, resulting in deviations

in frequency and scheduled tie-line power, the AGC equip-

_ment first detects whether the load variation is in its

own area or in the neighbouring area (see Appendix A). The
AGC equipment reacts only if the load variation is in its

own area.

Against the above background, the block diagram of

Fig.5.11b can be said to be inherently decoupled, It can



0.10

|
o
8
w

~
- 3 166
Q_0.0B?
S’ ]
i) ]
D e ] -
£ .
© .
- :
_ 00.04-5 !
— 3 Ji
O 1N
s 2
8 .
qJ(LOZ E
O
0.00
0.00 .4.00 .6.00 8.00 10.00 12.00
Time in seconds
0.05
/'\-0.00 TIT;-FIIIFITT!IIlll]lllllllll]lll1lTlll|
N 0. - .00 .6.00 8.00 10.00 12.00
L Time in seconds
~0.05 _
) ,,f’
< _0.10 e
., P
L 7/
Q-0.1% /
/
> /
Q
C
Q
3
o n
Q
g
L

|
@
)
o

-0.35

Fig.5.15 System responses for an area dominated by
steam powered generators with D = 0.75pu,R = 0.04 pu
VSAGC ; -----~ Int. Controller




167

ion

nera

L 0.02

G

IIIIIIIll|lllll|l—ll|ll11lllll]ll||ll'1lﬂrlllll|ll|

00 400 600 800 1000 1200
Time in seconds

0-00 FETTTITTION
0.00 2.0

..o 600 800 1000 1200
Time In seconds.. -

Frequency change (Hz)
S 6 o o
S & o &

|
©
hD
w

-0.50

Fig.5.16 System responses for an area dominated by
steam powered generators with D = 1.5 pu, R = 0.167pu
VSAGC ; ------ Int. Controller.




0.12

“N0.10 168
I
S’
v
L 0.08
&
E _ .
G 0.06 ~Se o
c
.9
i
= 0.04
.
o
C
© 0.02
O
0:00 [llll]llllé[l|[I[|l'é‘[l‘ll]sllolloill]lIélng[T‘ill}]6']—]'1'"2'.'00

Time in seconds

0.10
~~
N
T —-0.00 e »
~r 4.00 ~6.00- 8.00 10.00 12.00
" Time in seconds
o
C
Q
L
Q
5-0.20
c
Q
3
on
0 -0.30
e
~0.40

Fig.5.17 System responses for an area dominated by steam

powered generators with D = 2 pu, R = 0.04 pu
VSAGC ; ------ Int., Controller.




169

- e

K . . - T
t1 1 Governino system furbine Power system
 § T pm.cw - .
+ : - Ko A
1L vscC Ui __+mam 1 R " B
5 [ X, + 1+K ST, 1+ 8T, 148 1T 1+sT
Y i t R Gl w Pl |x
Unit Vector X6 X5 i2 |
. A
<
51
APpy N
-t - ¢ .H.“.&
. 1 -
Turbine 82
a;; | Power sys.em —5
S
Governor 0
. . : mh.
+Y . . ] 1+ ﬁ&m.ﬁ _p2 af,
- Vs TIET 1+5T - | 1+6T
S . e rh
Ini T} . P2 x.
+ %1 Unit Vecto %52 36 34 9
Kep
Fig: 5.11b . - Block Diagram of an Interconnected Area with Unit Vector VSC

.



170

therefore, be represented in the state variable form of

egn. (5.72) as a weakly coupled set of two subsystems viz:

:::e(t) = Aax_(t) + Buu {t) + T g (t) (5.82)

where

]
[}

1
[xi, xj] is the state vector

e
u, = [ui, uj] is the control vector
€ = [Ei, Ej] is the disturbance vector

X is the state vector of subsystem i
u, is the contreol input vector of subsystem i and

£y is the disturbance vector of subsystem i.

‘The matrices Ay B, and Fe are constant matrices defined

as

where Ajge Ajj are the system matrices of subsystems i and

j respectively while Aij' Aji are the respective inter-

section matrices;

or)
1]
ey
o]
-
(o]
g



where B

The block diagram of Fig.5.11 can be reduced to the

il
subsystem i while Bj’ Fj

T,
i

17

are the control and disturbance matrices of

equation of egn, (5.81) if:

ii

i3

0

{

1

Keg

1
Ty

1

RRT " RILR,

1'pi " TERL
0 0
0 0
0 .
ij
0 0
0 0
0 0
L

are those of subsystem j.

1 0 0
K K .
- Rt _pbr 0
T . T |,
joR Pl
Tij 0 0
a © Gi
-1
0 0 -
Tes
K - K .

)

i pi 0
KtRir . KR.T

pi tipi

0 0 0
0 0 0
0 0w 0
0 0 0
0 0 0
0 0 0

---(5.83)

"'(5084)
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(5.86)

(5.87)

(5.88)

(5.89)
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.90)

By substituting for the parameter values of the Nigerian

power system (see Appendix E), egns.(5.83) to (5.90)

reduce to:

ii

A, .
1]

A..
JJ

0.15 1.0
-0.1415 -4.717
0.1 0
0 0
6,925 4.718
0 0
0 0
0 0
0.1 0
0 0
0 0
0 0
1 0.53
-10. 0
0 0
0 -4,718¢
0 0
-4.9 0

4,717

-0.5
-4,718

o O

-001415

3.83

-1.667

4,718
-3.846

0

0
0
. 3.846

-0.1

3.33

0.0236

1.667 |

0]
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[0 0 0 0 0 0]
0 -0.1 0 0 0 0
A., = 0 0 0 0 0 0
]].
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
By = [ 0 0 0 0 6.0236 o0 )
B, = [0 10 0 0 0 5 ;
!
r, = [ 0 -4.718 0 0 -4.7117 o1
|
rj = [0 O 0 -4.718 0 0]

Now, if the load varies in area i, the EXIST and REACH
modules of the computer aided design package VAGCD are
invoked to design a VSAGC for subsystem i, In such a case,

the procedure of the previous sections is followed to -

obtain the elements of the hyperplane matrix C as, -g
-
:

c, = [5.06 1.09 0.627 5,32 1.0 4.58] t
_’l_f

while the control vectors are computed to be %1
1

L; = [10.7 -12,7 -8.64 20.2 -10,3 14 ]

G. = [-21.0 - 4,61 =-2.66 -2,25 -4.,24 9.0 1
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H; = [0.5 0.1 0.06 0.5 0.1 0,45]

Figures 5.18 and 5.2§ show the performance of subsystems

i and j respectively for a load variation in subsystem i.
Alternatively, if the load varies in subsystem jJ,

the same approach as above is used to synthesize a

VSAGC for area j. In such case, the elements of the

sliding plane vector C are computed as

c = 2. 102 9,87 0.278 0.005 205]

while the control vectors are obtained as

L = [-92.3 -782 - 77.2 0.16 -0.29 1560,1]
G = [5.98 -10.2 -0,987 =-0.02 -0.005 20.3]
H = [5.98 51.1 4,93 0.13 0,0026 102.]

The performance of subsystems i and j are respectively
shown in Figs.(5.20) and (5.2%) for a load variation in

area j.

5.4 Simulation Results

The performance of the Nigerian power system under
VSAGC is investigated here using digital computer. simulation.
The simulation module described in section 4.7 is deployed

to simulate the performance of the system under different
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operating conditions. Four major operating conditions are
investigated viz:

1. Absence of rate constraints

2. Presence of rate contraints

3. pPresence of rate constraints and water hammer

4, presence of rate constraints and deadband.

However, for each of the operating conditions, the
permanent droop (R), the temporary droop (r) and the
inherent load frequency characteristics (D) are made to
vary. This is necessitated by the need to determine which
settings of r aﬁd R combine with a given value of D to
give good performance. Such information is vital in deciding
the r and R settings of all the electric generators employed
for AGC,.

Furthermore, under normal working conditions, the step

.change in load demand is not expected to exceed 0.01 pu.

Although this standard is maintained by the power systems
of industrialised nations, it can hardly exist in a
developing country like Nigeria for the simple reason that
the available generating/consumption capacity is low. For

instance, if the available generating capacity in Nigeria

is taken as 3000 Mw and two generators at Egbin power station

supplying a total power of 180 Mw disengage from the grid,
the change amounts to 0.06 pu., Therefore, the simulation
studies carried out in this section considered 0.06 pu

change in load demand.

— e S g e — S T T W Sk M e

Here, it is assumed that the maximum gate/valve

opening position as well as the opening velocity are not
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reached. The generators are also assumed to be operating
at less than full load, so that any change in load demand
can be absorbed. The change in load demand is also small
enough not to force the rate of generation to get to
maximum. For the hydro - generators, the blade angle
motion varies linearly with the motion of the wicket gates.
against the background of the above assumptions, the
linear models of Figs. 5.9b, 5.10b and 5.11b are sufficient
to describe the dynamics of the power system in the respec-
tive operating strategies., In other words, the linear
equations developed in sections 5.3.1, 5.3.2 and 5.3.3 are
used in the simulation studies discussed in this subsection.
The simulation results are shown in Figs.5.12 - 5.14
for the hydro - dominated single area case, Figs 5.15 -
5.17 for the steam - powered plants dominated single area,
while Figs.S.ié - 5.21 depict the performance of the inter-
connected area. On each graph, the performance of fhe

conventional integral controller is also super-imposed for

easéof comparison. It is seen that the performance of the

VSAGC is by far, superior ﬁo that of the conventional
integral controller for a 0.06 pu step change in load demand
in terms of lower overshocots and shorter settling time.
Specifically, the settling time for the VSAGC is of the
order of 2 - 3 seconds while that of the integral controller
is above 10 seconds on the average for the transient fre-
quency déviation. Also a combined setting of r = 1.0 pu,
and R = 0.1667 pu with D = 2.0 pu gives the best performance

for the hydro - case while R = 0.04 pu with D = 2 gives the
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best performance for the steam - area.case,of all the
combinations simulated. However,all the responses for
different parameter variations are acceptable which goes

to show that the VSAGC is a robust controller.

—— R e e e Skl T S A e S e b ——

In practice, there is a limit to the amount of
generation per second obtainable from a given generating
plant, In a steam powefed plant, this limit is imposed by
the boiler characteristics and varies between 0.01 pu/min
to 0.1 pu/min [74]. For the generators at Egbin power
station in Nigeria, this limit is quoted as 0.01 pu/min.

The generators of interest at Kainji have a much
higher generation rate than the steam plants. At the
nominal water level, the maximum limit of generation rate
is 0.05 pu/second.

In simulating for generation rate constraints in steam
powered plants, the non-linear governing equation of section
5.2.3 [i.e egn.{5.25)] is used instead of the linearised
eqn. (5.68). The simulation result is shown in Fig.5.22 where
it is seen that the settling time is doubled when compared
with Fig.5.16 (e.g when we have a 0.06 pu step change in
load)

In the case of the hydro-generating plants, both the
non-linear hydro-governing equations of section 5.2.2
[ie egns.(5.13) and (5.14)] and the hydro-turbine model of

Fig§5.5 for the Kaplan turbine are used., The simulation
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result is presented in Fig.5.23‘where it is seen that for
a 0.06 p.u change in load, the rate constraint has no
significant effect on the performance of the hydro-plant.
The fact is that the rate of 0.05 p.u/second could not
even be attained during simulation, This fact must have
informed the conventional use of such hydro - generating
plants for the regulation of sustained load changes. in

power systems.

i e S S N Sk S Ak N S ke S T g e o) ———

Water hammer is a phenomenon that affects only the
hydro - generating plants. The compressibility of water
coupled with the elastic expansion of the conduit, gives
rise to travelling pressure waves known as water hammer.
It is shown in Appendix C that when water hammer effect is
considered, the transfer function relating the turbine
power with hydro-gate position is given by

M s® - T s + 1

= w A v
APm G (5.91)

M s? + -~ oS+

w v

By assuming that the turbine power is proporticnal to the
generated power, AP in egn. (5.90) can be replaced by

APG S0 as to conform with the block diagram of Fig.5.10b.

By combining the non-linear hydro - governing equations with

eqn. {5.91), a simulation study of the water hammer effect

is performed on the single area power system dominated by
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hydro - generating plants. The value of M is taken to
be 0,222 coresponding to a height of 200 feet (60[96'ﬁé£res)
afid"a length of 1000 feet (304,8 metres).

The result is p:esented in Fig.S.zi where it is
easily observed that the effect of water hammer is minimal
for 0.06 pu step change in load. This minimal effect is
as a result of inherent robustness of variable structure
controllers. The performancerf the integral controller,

which is shown in broken lines is seen to have deteriorated.

e M ER A W N e S ek S T . WS M i e A T T Gt T M R S P g e M S i S

in simulating for deadband effects in the presence
of rate constraints, the non-linear equations are utilized.
It is shown in Appendix D that the effect of deadband is

to increase the effective speed regulation such that

_ 2db
where Re is the effective speed regulation in pu
R is the governor droop setting
db is the deadband in pu

AL is the per unit change in load demand.

The institute of Electrical and Electronic Engineers’
(IEEE) standards allow for a maximum governor deadband
of 0,06%, or 0.0006 pu. Then for a change in load demand

of 0.06 pu and a droop setting of 4%, the simulation
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results are shown in Fig.5.25 for a hydro - dominated case
and Fig.5.26 for an area dominated by steam powered plants.,
In each case, the system remains stable as confirmed by
the phase plots of Figs.5.26b and 5.27b, This confirmation
of system stability is necessary, since it is known that
deadband effects can result in sustained system oscillation.
From all the results shown so far, it is clear that
the VSAGC performance under deadband effects is acceptable
from the point of view of the desired specifications listed
in chapter one. However, it has to be observed that the
maximum frequency and tie =~ line deviations have been
increased by about 10% while the settling time has been

increased by about 13%.

5.5  Conclusion:

This chapter has proposed three automatic generation
control models of the Nigerian power system. Based on the
linearised versions of these models, VSAGC schemes were
synthesised for the power system plant using a design
procedure proposed in chapter 3, Digital computer simulation
studies were also deployed to evaluate the performance of
the Nigerian power system under VSAGC for different operating
conditions. Various linear and non-linear effects which
affect practical power systems were also simulated so as to
enhance the credibility of the results. Though a step change

in load is assumed as the disturbance function, its magnitude

is large enough to represent very closely the type of load
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variations prevalent in developing countries like Nigeria.
Based on the results obtailned, it can be concluded
that the VSAGC scheme possesses superior performance when
compared with the conventional integral controller, in terms
of shorter settling time and lower frequency, generated
power and tie - line power aeviations following a step
change in load demand of 0.06 pu. Also, it has been shown
that the VSAGC scheme is very robust, reacting minimally
to system parameter variations and extraneous disturbances.
In the next chaéter, the achievements of this thesis
will be highlighted and appropriate conclusions drawn
together with suitable recommendations. Suggestions are

also advanced for further work.
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CHAPTER SIX

T — . — -

The work undertaken in this thesis has been motivated
by the relatively poor performance of the Nigerian power
system thch is characterized by frequent power f;ilures,
as a result of which the Nation suffers huge economic loss,

Having identified frequency and tie~line power transients

)

as dangerous inputs to the power system plant, this thesiskﬁf
h“—.————-—""-'

set out to develop a control scheme for the regulation
of the everpresent mismatch- between real power generation

and consumption so as to maintain the frequency and tie-

line power interchange within their scheduled limits. It has been

. revealed in chapter one that such anjgazomatic generation
I

control (AGC), scheme is currently implemented manually
in most developing countries of the world including
Nigeria.

However, in developing a scheme for the AGC of
electrical power systems, it has been found necessary to
ensure such qualities as high speed of response represented
by short settling time; minimal frequency and tie-line
power deviations characterised by low overshoots and zero
steady - steady error. Furthermore, the envisaged AGC
scheme should be robust so as to withstand operating point
variations as well as possess a simple structure in order
to enhance practical implementation and reduce operating

time lag, which, otherwise, will increase the system dead-

f
y

"
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band, Above all, the scheme should be implementable on
either a dedicated or general purpose digital computer to
enable it form part of the present day energy management
systems (EMS).

This thesis then, started in chapter two by
reviewing the existing techniques for the AGC of electrical
power systems, A scheme based on the classical control
design approach which resulted in a proportional-plus-integral q
(PI) control action was shown to possess a simple structure3.A'""’'\:g{r_m_,:--""~
but exhibited poor dynamic performance in terms of large
overshoots and relatiﬁely long settling timé. Next to be
investigated was a linear quadratic optimal control approach ,
based on state space techniques. Though the dynamic Vf>};3/¢*
performance of the system was greatly iEREEXEd' the optimal e
control scheme for AGC was found to have a complex structure,
requiring a lot of computer time and space. This has
rendered its practical implementation rather costly. Also,
the parameters of Fhe optimal generation controller were
found to be heavily dependent on the power system's
operating point with the result that optimality became a
temporary property of the system.
In order to minimise the short comings of the optimal

control scheme for AGC, an alternative approach based on
the variable structure systems (VSS) theory was investigated.
It was discovered that the three key properties of fast
response, . structural simplicity and robustness were
possessed by a variable structure control system. However,

the. design methodology for contemporary variable structure
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automatic generation control (VSAGC) schemes reported in
the technical literature had been largely a trial and
error approach which was found to be time consuming. In
addition, the contrecl hierarchy algorithm which was employed
for the synthesis of the nonlinear control function was
discovered to be wasteful of control effort as well as
requiring as many number of switchings as the system order.

Therefore, a new VSAGC design approach was proposed
in chapter three. The proposed technique employs a
systematic procedure based on the generalised eigen-
structure assignment to compute the elements of the
hyperplane matrix C. On the other hand, the synthesis
procedure for the nonlinear contrel function is based on
a design philosophy that the individual controls are
continuous except on the final intersection of the switching
hyperplanes where all the controls are discontinuous
together. This approach ensures that the system motion is

always towards the sliding manifold with the advantage

that control effort is conserved and only two switchings \N?Q

over the existing one was amply demonstrated using digital
computer simulation results.

In chapter four a computer aided design software
package‘was developed_.for the synthesis and performance
evaluation of the proposed VSAGC scheme on an industry

standard. PC-AT microcomputer. The package named "the

variable Structure Automatic Generation Control Design" (VAGCD)

N

L

)

are required, The superinrity of the proposed VSAGC scheT§¥\39}Ah
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was designed to have a modular structure as well as being

fully interactive, The modular structure allowed for the
use of the link-overlay facility whereby each module could
be run as a stand alone system with the advantage that the
working core memory requirement of the computer was minimised,
The elaborate interactive capability of the package was
meant to create a tool for both the novice and expert

users so as to enhance the use of the package in education,
research and industry environments. Simulation studies
using the package were made to yield results in tabular

or graphical form which could be observed on the video
display unit or printed on paper.

The performance of the proposed VSAGC scheme was
demonstrated in chapter five with application to Nigerian
power system. Three AGC models of the Nigerian power system
were proposed, each representing a possible operating
strategy. The models, which were generally nonlinear, were
developed from first principles, based on the real power
balance equation, relating the mismatch in power generation
and consumption to the changes in accelerating power and
frequency. The first two models consisted of single control
areas dominated by hydro and steam powered generators
respectively. The third model was a two-area interconnection
with one area dominated by hydro generating plants and
the other by steam powered plants.

Then, the computer aided design package VAGCD was

employed to synthesize an AGC scheme for each of the proposed

o
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modelé. Simulation results were presented showing the
proposed VSAGC performance for different operating condi-
tions, including certain linear and nonlinear phenomena that
occur in practical power systems., For ease of comparison,
simulation results showing the PI controller performance
for AGC were also presented. It was clear that the VSAGC
performance was superior to that of the PI control scheme.
Specifically, the achievements of this thesis may

be summarised as follows:-

1. An up~to-date survey of automatic generation control
techniques reported in the technical literature is
presented. These techniques have been classified
into four main groups with the limitations of each
group clearly pointed out. It is concluded that the
deployment of variable structure controllers to the

solution of the AGC problem holds substantial promise.

2. A new design approach for variable structure
automatic generation control (VSAGC)} schemes has
been proposed. The proposed approach is based on
the theory of variable structure systems (VSS) and it
exploits the ¢oncepts ©f generalised eigenstructure
assignment and unit-vector control, to synthesize a
feedback contrbl structure which guarantees the
global reaching of the sliding mode and the
preservation of motion on the sliding plane towards
the origin of coordinates. The preserved nmotion

must exhibit desired dynamic behaviour which is

A
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~determined by the appropriate selection of the

‘eigen-structure spectrum. Simulation results are
used in chapter three to demonstrate the superior
performance of the proposed scheme in terms of

speed of response, dynamic. accuracy and robustness.

An interagtive computer-aided design software

package has been developed for the design and per-
formance evaluation of the proposed VSAGC strategy

as well és other existing AGC techniques, so as to
enhance the use of the package for education and
research. The package named VAGCD has the additional
capability of providing the software part of a

computerised control structure for the AGC of an

—_—

electrical power system, in a power control centre
environment. Hence, it can easily fit into the
present day energy management systems (EMS). In

order to reasonably predict the behaviour of any
power system under AGC, the package has been provided
with the means of simulating such nonlinear effects
as generation rate limits, water hammer and

deadband effects, which occcur in practical power systems,

The operation of the Nigerian power system has
been studied. From the data presented in chapter

one, it is easily observed that the system performance

is relatively poor. The trend of the yearly figqures
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further shows that the current efforts at increasing

_the generation capacity does not seem to have improved

the system performance much. The study has also
revealed that the generation control mechanism is
completely manual, relying on telephone instructions
from the National control centre (NCC) to the remote
generating stations. Since pure time delay is known
to cause instability in control systems, it can be
concluded that the utter neglect of the AGC structure
may have been partly responsible for the overall

poor performance of the Nigerian power system.

Analytical models of the Nigerian power system
suitable for the application of modern contreol theory
to achieve generation control, have been proposed.
Following the standard techniques of power system
modelling for AGC, three models of the Nigerian
power system are proposed, each representing a
possible operating strategy. The models are useful

in predicting the behavibur of the power system

under different AGC schemes, via digital computer

simulation, before deciding on which AGC strategy

to adopt.

The proposed VSAGC scheme has been successfully
applied to -models of the Nigerian power system in

chapter five. Simulation results show that the
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performance of the system.remains acceptable even
~in the presence of both nonlinear effects and
relatively wide variations in load demand. For the
sake of comparison, the system performance under
the PI control action for AGC are also shown. The
simulation results amply demonstrate ﬁhe efficacy
of the proposed scheme. The results in chapter
five further demonstrate the applicability of the

software package VAGCD.

Based on the achievements of this thesis listed
above, it can be concluded that the thesis has attained

its set objectives.

6.1 Suggestions For Further work

——— — ————— ——— o —— i ——— - ——

The work presented in this thesis has not considered
some of the practical aspects of VSAGC implementation for
a given electrical power system. These aspects include,
the modalities for linking the VSAGC equipment to the
remote generating stations, the distribution logic to be
used and techniques of data aguisition. It is suggested
that further work be done in this area before actual
installation can commence.

Furthermore, it will not be. very economical to
dedicate one computer to AGC alone. It is therefore

suggested that further work be done to incorporate other
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functions like optimum power flow (OPF), economic load
dispatch (ELD) and contingency analysis into the computer
aided design package (VAGCD). Indeed VAGCD has been

designed to allow for the addition of more modules that

are not necessarily related to AGC.
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APPENDIX A
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In section 4.4.8, it is stated that the AGC equipment
is able to determine whether the load changed in its own
area or in the neighbouring area. By using certain
derivations based on static conditions, it is shown here

how the AGC equipment achieves this discrimination in

practice [ ].

Consider Fig.2.5 under static conditions (ie s = o),

the model eguations reduce to:

= -1
APG1 = R1 ﬂf1 (A1)
ap = - L af (AIT)
G2 R, 2
‘D1&fT + T12(61-62) = APG1 - APD1 (AIII)
D2Af2 + T12(62—61) = APG2 - APDz (AIV)

Substituting egns (AI) and (AII)} into eqns. (AIII} and

(AIV) respectively yields

+ T12{61 -62) = - APD1 {AV)

1
(02 * R )Af2 + T12(62-61) = - APD2 {AVI)

Adding eqns. AV and A VI gives

1 = — -
+ = )Af1 + (D2+ )Af2 = APG1 APG2 (AVII)

1

(D

1
1 R,
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since, this is a synchronous system in steady state,

Af = Af = Af (AVIII)

1 1
(D, +D,) + {x + =)] &af = -AP - AP
! 2 Ri R Dy D,
or
=4 - A
af = Pp, Py )
. ] AIX
(D #Dy) + {1/R* '/R,)
Hence, whether the load increased in area 1 (i.e APD2= 0)
or in area 2 (i.e AP = (), the sign of the frequency

D1

deviation is negative.
On. the other hand, by subtracting egn.{A V) from

egn. (AVI) and solving for T12(51-62), we obtain

~apy D, + (14Ry)1+ep D, ¢ (/R))]

T, ,(5§.=-6,) = :
1271 “2 1 ¥

[D,+ ('/R,)1+ D, + ('/R))]

2 2 1 1 (BX)

If the load varies in area 2, then AP,, = 0 and egn. (AX)

reduces to

by,
ap L, I0, + (WR)]

(6,-8 = AP =

T )
1212 €1 p, + (/R 1+, + (WR))] (AXT)

Similarly, if the load varies in area 1, APLz = 0 and
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. - 4p_,[D, + (1/R,)]
f12f5l 52) AP

t1 1 1
[D, +( 1R2)]+ ID1 +( 7R1)]

(AXITI)

It follows therefore, that when the load varies .in the
neighbouring area, the frequency and tie line power
deviations in the own area have opposite signs. If,
however, the load varies in the own area,_the frequency
and tie line deviations in the own area have the same
¢ign, This sign variation is utilised by the AGC equipment
to determine whether the load changed in the own area or
in the neighbouring area.

Note that the tie line power is measured positive out of

the area under consideration.
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#
APPENDIX B
LINEARIZATION OF NONLINEAR MODELS
B.1 The Hydro - Governing System
From section 5.2.2.1, it was shown that at the
instant when the rate constraints did not exist, the hydro-
governing equations reduced to
- _ - . - - l
c, = -b - 1rg o (e, + b) (5.17)
R
g = ¢,lc, ~Rg) (5.20)
b 2
where all the parameters are defined in section 5.2.2.1.
Taking the Laplace transform of the above equations yield:
= -sb - -
scy = sb rsqg TR(ch + b) (B 1)
59 = ¢S T ¢hRg (B II)
Now solving for-ch in eqgn. (BT} gives
_ _ _ _rsg
cy b —_ (BIII)
s + T
R
Substituting eqn. (B III) into egn.(BII) and rearranging
results in;
A

1 1
g(sf¢hR)(s + TR) + ¢prsg = - ¢hb(s + TR) (B IV)
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or
1 1 1
gi{s? + s{$ R + ¢, r + & )+ ¢, R = 1 = =, bis+ 5 )
h h TR h TR h TR
(BV)

The quadratic term in the square bracket above is solved

to give two approximate roots

and s., = ¢, R+ ¢, = L ¢ (52+ R}
2 h h h'r

s = -
R R

1
1 T
which are substituted in egn. (BV) to obtain:

glis+ % Y (s + {¢hR + ¢hr})] = -¢h(s + % )b (BVI)
R R

Since the bracketted term in s, is a constant for any given
setting of r and R, the hydro governing transfer function

is approximated to

- sT_ + 1

AG = R . [APc‘_'Jﬁ AF] (B VII)
(sTG+1)(s g T * 1}
= 1 : _ . .
where T, = TR T T is the hydro-turbine governor time

constant ,AG is the change in gate position g and the

variable b has been replaced by egn.(5.19).

B.2 The Steam - Turbine Governing System

e e TS e s T S kSt o s ot 3 et -

From section 5.2.2.2, the explicit form of the steam-
turbine governing system model at the instant when none of

the constraints exist takes the form:
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g = ¢ (8P - %Af - Rg) (5.26)
where all the parameters are as defined in that section.
Taking the Laplace transform of the above equation and

rearranging yields
1
= - =f
gis + ¢.R) oo (AP, — FASE) (BVIII)

Now, if AG represents the change in valve opening position
due to a change in load demand, the steam governing system

transfer function is given by

! 1

G
where TG = ﬁ%— is the governor time constant while any
s

gain constant has been normalised to unity.

B.3 The Hydro_= Turbine System

In order to derive the linear form of the hydro-
turbine system dynamic equations, the effect of servo
control on the turbine blades is neglected. It is further

assumed that; [22]

i, The pipe and water are incompressible
ii, The velocity of water varies directly with the
gate opening and with the square root of the

net head.
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jii. The turbine output is proportional to the

product of head and volume flow.

iv. The head losses in the conduit and gate may

be neglected.

Hence the velocity of the water in the turbine and

the conduit is given by

v = K G'H, {BX)

where G is the fractional gate opening;
Hn is the effective head of water;
v 1is the instantaneous velocity and

K is the constant of proportionality.

For small displacements from an equilibrium position,

\

egn. (BX) is differentiated to obtain:

{BXI)

+
ol

I

t
=
iz

0
s

where HR’ v, and G are the nominal head, velocity and
fractional gate opening respectively. By Newton's second
law, the acceleration due to the change in head at the

turbine may be expressed as:

pLA éé%XL = —ApgvAH (BXII)

where p is the mass density of water
A is the cross-sectional of the pipe

9 is the acceleration due to gravity and
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L is the length of the conduit,

oLA is the mass of water in the conduit while
ngAH is the incremental increase in pressure at the

turbine. In normalised form, egn. (BXII) becomes

Lv
A .
_°gdvy - &5 (BXITI)
v HR

9,0 Vo

where s =é% is the Laplace operator and s(éz) is the
o
normalised acceleration. Now the coefficient of the

normalised acceleration can be expressed as a nominal

starting time T so that

ap- o= 2 (BXIV)

The nominal starting time is the time required for a head

HR to accelerate the water in the conduit from standstill

to the velocity v,. By solving eqn. (BXI) for (%ﬂ) and
R
substituting the result in egn. (BXIII), an expression

relating the change in velocity to the change in gate opening

is obtained as

Av  _ 1 AG (BXV)

where eqn, (BXIV} for T has been used.

The output of the turbine may be expressed as

Pm = (Pressure) (flow) = K2Hv (BXVI)
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where K, = szAgv is a constant.

Differentiating eqn. (BXVI} yields

AP
2 - %ﬁ + %Y. (BXVIT)
m R o

By substituting eqns. (BXIII) for (%EJ and (BXV) for (%3)
R o

into eqn. (BXVII), the transfer function for turbine output

is found as a function of gate position viz:

46 (BXVIII)

By expressing the values in per unit and noting that the
turbine power P is directly proportional to the generated

power P ., eqgn. {BXVIII) can be rewritten as

AP, = =2 . AG (BXIV)

which is the formused in eqgn. (5.68}.
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The transfer function of hydro - gate position to turbine
power, derived in chapter five, neglected the effect of
compressibility of water. The foliowing derivation incorporates
this effect.

Assuming a uniform one-dimensional flow, the force

equation may be written as

S V) - T u ., 8
/e 3% = st T Wex Wt (cr)
where
p is the density of water in Kg/m?
p is the water pressure in N/m?
@ is the water velocity in m/s
t is time in seconds and
x 1s the length of conduit (m)
The continuity equation is
?—Q:—?—— :-ﬂ_mg_ﬂ“;
3t 5x (P Pex ~ X P3x (c11)

Now density can be eliminated in terms of pressure by the

relation
3p . dp_dp - 1 3p -
T = X E%s 5 ot (CIII)

where v is the effective velocity of sound and it is assumed
that the density p can be expressed as a function only of p.

Then f£rom Eqn. (CII) above,
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equally spaced sections.

3P o L R
k2 v p5x (CIV)
Equations (CI) and (CIV) may be expressed as difference
equations in x, as
du
2 _ 1 _
T ST (P1 P3) (CV)
~and
dp
3 vip -
® o M2 (cvi)
where Ax = Xq ~ X, and 1,2,3 etc are the numbers of successive

The simplest case is to consider the

whole pipe as one section with half the storage volume on

either .end as shown in figure CI below. Thus the element of

length of the pipe
is proportional to

be written as

A‘U.z

d
Pl qE

AP3

Ci

L
p)

is L and the element of volume of the pipe

Ly2, so that eguations (CV) and (CVI) may

-AP (CVII)

2 -
v?p (bu, Au4) (CVIII)

noting that the variation of the reference head AP1 is zero.

These may be combined as

-pLsAu4
AP3 = T (CIX)
=52 +1
v
where s = (d/dt)
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« By combining equation (CIX) with the turbine flow equation [25] .

Au AP &
m 2= _-p3 * ?A;g (CxX)
4 3

(where AG is the change in gate position), yields +

L’ _.

A, ) 59T S + 1 ag (CXT)
'Ll4 Lz Tw G

T g2 + §—s+1

pLu
where Tu is the water starting time or Tw = =3 4
3

In terms of the mechanical output power of the turbine P .

A where
AP AP Au !
= - .._P3 + _-u4 (CXII)
m 3 4

the transfer function of the hydro-gate position to the L

turbine power becomes

Lz 2 T m -— T‘AS + 1
s? - ws + 1 W
m 2 T ' §
L® .2 W 2 g/
P SR M8t + gt |
e P
where M, = %F’ is the water compressibility factor. ;
*1 | "3 | - .
“ L . o
EE; Vi To Turbine D
u %
Z . 1

Fig. (CI) Simplest Lumped - Circuit representation of water h
compressibility. {
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APPENDIX D

st
‘0

. e mm—m e e e— omAm e b —

Input change in turbine speed.

output change in valve position or
turgine torque

Fig.DI Illustration of Deadband Effect.

Fig.DI is a plot of the speed-deviation input signal to the
govérnor over a small range as.a function of turbine torque or
control - valve position. If there were no deadband,variations
in turbine speed, which is as.a result of load demand changes,
would cause the valves to move back and forth along the lines
bc or ad, depending upon the governor setting. The governor
épeed regulation would be proportional to the slope of either
line. In an actual governor, there exists a deadband represented
by the vertical distance between lines ad and bc.

If the turbine speed varies between the limits a' and c¢',
the valve will not move until the speed has increased to b';

thus, following the path abc. When the speed decreases again
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to a', the valve will not move until the speed has changed by
the amount of the deadband. Thus, the return trip will follow
the path cda. The effective regulation, as far as the total
steady state response is concerned, is propertional to the
slope of the line ac, which is appreciably greater than the
slope ad or bc with no deadband. For a smaller frequency
excursion from a' to e', the valve will follow the path abefa
and have an even greater regulation, as given by the slope of
the line ae.

This analysis shows that the effective regulation of a
governor with deadband will be greater for small load changes
than for large load changes. As derived in reference 34, the
effective speed regulation for a governor with deadband (db)

is given by

- 2db
Re = R({1 +ﬁ'ﬂ—)

where
R. is the effective speed regulation in pu

R is the governor droop setting
db is the deadband (pu) and

AL, 1is the per unit change in lcad demand.
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I. Hydro - units 7 & 8 at Kainji Power Station.
Rated Output MVA in continuous service 85.000 MVA
Power Factor 0.94
Rated output M,, (approx) 80.000 My
Voltage rating 16Kv
Current rating .3070 A
No of poles | 52
Speed 115.4 r.p.m
Frequency 50 Hz
Rated Head (HT) ' 160 feet or 1.0pu

- Model Parameter Values -

Covernor time constant TG = 0.6 seconds
Permanent speed droop R = 4 to 16.7%
Temporary speed droop r = 60 to 100%
Water starting time T, = 4 seconds
Nominal frequency £, * 50 Hz

Wwashout time constant Tp = 8 seconds
Rated gate opening position G = 1.0 pu

¢, at rated gate opening = 0.25 pu

cp at rated gate opening = 0.15 pu

Réted blade velocity N = 1.0 pu

Rated turbine flow Q = 1.0 pu

Rated gate opening velocity g = 0.1 pu /sec.
Maximum gate opening velocity émax = 0.2 pu/sec.
Maximum gate opening Tax 1.25 pu
Effective head Hp = 0.56 - 0.81 pu
Blade angle at rated output barated - 1.047 radians.,

¢ = 1.308 rad,
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Minimum blade angle ¢B _ = 0,349 rad.
min

Blade servo time constant TB = 0,08 seconds.
I1 Steam Powered Generating Station (Egbin)

Rated MVA 245,83 MvA

Power Factor 0.9

Rated Real power 221.2 My

Voltage Rating 16 Kv

Speed (Nominal) 3000 r.p.m

- Model Parameters =~

Governor time constant TG = 0.1 secs.

Permanent speed droop R = 0,04 pu

Nominal frequency ' £, < 50 Hz

Valve opening at rated output = 1 pu

Valve opening velocity g = 0.1pu/sec.

¢s‘at rated output = 0.325 pu

Time constant of high pressure

flow - cH = 0.26 sec.

Reheat time constant Ty = 10 sec.

High pressure constant F, o= 0.5 pu

ITI, General Grid Data
Inherent load-frequency characteristics D = 0,75 - 2.0pu

Inertia constant H = 5.0 secs

Mcodel gain KP = 1.33 - 0.5pu
Model time constant Tp = 5.3 - 14.,13sec
Nominal frequency £, = 50 Hz

Scheduled tie - line power P, = 0.1 pu.
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CN THE COMPUTER-AIDED DESIGN OF VARIABLE STRUCIURE CONTROL SYSTEMS '
WITH APPLICATION TO AUTOMATIC GENERATION CONTROL

J. KaTENDE, P.N. OKAFOR and C.O.A. AWOSOPE
Electrical Engineering Department University of Lagos,
Lagos, Nigeria.

ABSTRACT

This paper presents .an interacti-
ve computer-aided design (CAD)
tool which has been developed Dy
the authors, for the synthesis of
non-linear control schemes in the
form of variable structure sys-
tems. The use of the CAD tool is
demonstrated by designing a va-
rigble structure sutonstic gene-
ration control (VSAGC) scheme for
a typical single area network.
Simulation results &re presented
to high-1ight the performance of
the VSAGC scheme when rezulating
the mismateh between power géne-
~ation and consumprior during
icad demand variations.

1IsT OF SYMBOLS

x, = af incremental frequency
deviation in Hz.

APg incremental change 3
generator output
power (pu Mw).

~
[\V]
]

aXg incremental change ia
governor valve posi-
tion (p.u Mw).

4
N
1}

SAfdt incremental change in
voltage angle
; (radians).

L
E
f

APd load disturbaace ™n
P Mw.

APc incrementa’ whinge in
gpeed-chang€r pO5l-
tion (p.u Fw).

T¢ governor time cons-
tant in seconds.

T, turbine time constazt
in seconds.

T plant time constant
P 3ir seconds. :

K. plant gain

R speed regulation due
to governor action |

Hz pu ML
C switching vector
s switching hyperplane |

Ve & gains of the variablef
" grructure controllen

1.  INTRCLUCTION

A variaple structure contr

(Veo™ seheme is provided with s
meor: oy sutomaticslly switchiy
Iroit -ne control strucsture to

arc . .wr 50 as to exploit a com

naticn of the useful properties
of each of the structures as w
as ercui~e new properties not
wres 1t .n eny of the structure
Suf sor urererty is referved U
g5 -na ‘sliaing mode". £liding
nodes, which are the basic mo-
tions in VYSC systems, occur of
cne or mcre discontinuity surfe}
ces deliberately crgated in the
gtete svace. of periiculsr Big
pificsbce ie the fect that whe
the system is in the slicirg
jv ig ineenmpitive ©o psiroumeter g
variations end ¢luourdences.
Thig has put VSC schemes al the
forefront of the field of robut
control for uncertgin dynamica
systems (1, 2).
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The development of VSC theory
has been carried out, for gcalar
gystems, over the past two decades
and 3s mostly reported in the
Bussian technical literatures
(3, 4, 5, 6). In recent years,
¥SC theory has attracted wide
epread attention and has indeed
been extended to include multi-
varigble systems (7, 8). The ra-
pidly growing interest in VSC
gsystems may be attributed to the
following reagons: First of sll,
the advent of new design methods
coupled with the edvances in
electronics has greatly facilita-
ted the practical realization of
gliding modes, . Secondly, varie-
ble structure control seems to be
a natursl mesns of exploiting
the use of the new power electro-
nic elements which operate in a
switching mode only. Finally,
the practicebility of VSC schemes
has been amply demonstrated for =a
wide range of industrial plants
which include among others, ro-
bots (9), metal cutting machine
tools and electrical a.c. and d.c.
drives (2).

. The guthors gre currently
investigéting the use of VSC sche-
wes in electrical power systems.
For this purpose, & VSC system
CAD tool has been developed,

The CAD tool mesists the user in
degigning the awitching surfaces
and in the choice of the switching
control and the associated switch-
ing logic to yield sliding motion
with prescribed dynamic behaviour.

The purpose of this peper
therefore is to introduce the
CLD tool together with s irief
review of the concept of varisble
structure control systems Thaoly.
The usage of the CAD tcul iw de=
mqgstrated for the problem of ae-
gigning & VSC sutomatic genera-—
tion control scheme for a single
grea network, ’ .
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5.  VARIABLE STRUCTURE CONTROL -
SYSTEM THEORY.

Congider a multivarigble -
plant ‘described by

% = Ax+ Bu @
where XERT, \_JEIR", ASED ang

In the usual ‘state feedback con-

troller design a fixed control

gtructure is congidered in the
orm

1€))

where the constant parameters of
the m x n matrix K are obtained
using any of the control synthesis
techniques such as those for pole
assignment and optimal control.

A V8C system incorporates a state
feedback regulator of the form -
(2) with K replaced by which is
defined by - ‘ e T -

: ‘P; ¢ld188 [Bsn 'x;l'
j. sgn iz’-f';sﬁn‘inir (2)

u = Kkx

where A A - <A ;£¥'
"' le \{’29 - *m_? (“)
i ’ 1;01' 81(!) >0

TP

i ’

S (5)
for i(x) <0

1= 1,2, === 0y 7y
“ , ‘ L |
and V4 . %y and Fi are n-vectors

while si(x) 418 & m-vector. Super-

script t denotes vector or matrix
transpose. Egquation (5) indicates

that vector Y, is discontinuous
on the switching hypersurface

|
4
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’1(x) = 0 in the n-dimeneional

state Bpace.' Hence the control
ui(x) can take on one of two

structures depending on which side
of 8 (x) = o the state vector x,

i8 located. In other words

u} , for 8;(x)> 0
ui(x) - (6)

u; , for s;(x) <o

The switching hypersurfaces are
described by ,

8=Cx= 0" (7)

~ where
ﬂ-[%,%“mq%]t
and CER™™ yith full rank.

A state vector in the neighbour-
hood of the i-th switching hyper-
surface 8; = o (on either side of

it), will be directed towards the
hypersurface provided the follo-
wing ‘reachability' condition is
fulfilled (4), .

8y B,<0 | (8)

When the state reaches 8 switching
hypersurfece it is required to
slide along it toward the origin
of the state space. When sliding
occurs the equivalent control,
ueq, is obteined by solving for u

in the algedbrajc equation
| B =cCt=o (9
s0 that - '

Uy, = -(cB)"lcax

eq (10)
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In other words, the equivalent
feedback gain matrix is

Yeq (cB)"! ca (11)

and the 8liding mode is charac-
terized by

2 = [A-BYgJx (2

Thus, when on the switching hyper-
plane, the state vector is deter-
nined merely by the properties of
the controlled plant and the orien
tation of the switching hypexrplans

The VSC design objective is_
to find vectors Ocys Fi and matrix

C 80 that the state vector rea-
ches and slides on switching
hyperplane ai(x) = 0, toward the

origin x = 0. The design may bde
in two steges: :

(i) design of the switching
hyperplanes through
selection of matrix C
80 that the sliding mode
is ssymptotically stable

. with prescribed transie-
nts. This is often re-
ferred to ag the ‘exis-
tence' problen.

'(4i) design of the switching

-7 control functions toge-

f " ther with the switching
logic to ensure that the
state trajectory is
steered toward the swi-
tching hyperplanes
8 =Cx = 0. Thig'is
also referred to as the
'‘reachability' prodlen,

2.1. DESIGE OF THE SWITCHING
HYPERPLANES. '

We consider the des of the
switching hyperplanes which yield
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pleced arbitrarily by suitable
choice of matrix C;.

prescribed closed-loop eigenvalues
for the sliding mode / 8 /.

Let nxn orthogonel matrix T

exist such that Matrix C is then given by

LY ' .
] o , C-[QEI]T (17)
TB & |e=w " (13) 1 .
B, where C, has been replaced by
jdentify matrix I without loss
where submatrix B2 € P ig non- of generality. ,
singular. -

2.2. DESIGN OF THE CONTROL FUNC-
then we can effect the coordinate TIONS AND SWITCHING LOGIC. -
transformation
: The objective is to synthe-

P 2y gize the control functions, u, i
2 & |- = Tx (14) which steer the state vector, x, |
4 towards the hyperplanes 8 = Cx = 0

%2 and hence yield a sliding motion

wiere z, € F(q—_m) and sr.2E|'Pm )

Meking use of eqns. (7), (8), and
(14) it is possible to show that

the equivalent closed-locp gystem
in the sliding mode is described

by the lower order systenm

2, =/ 4y, - A5 C 72y (15)

vhere 44, “12 and Cl are obtained
{rom

snd CT" = [cl.g €, 7 (16)

note that for an orthogonpl matrix
the inverse is the same as the
transpose. The eigenvalues of

gimultaneously on all 8 = O.
Varioug design techniques have
been proposed 3,6,5,74. 1In
this paper the hierarchy of con-
trols method (5) is used to
design the gains in the variabdble
structure control law such thet
when the state vector eventually -
reaches the switching hyperplanes
simultaneously, -that is on the -
intersection manifold of al)l the
planes. The design algorithm is
spunmarized as follows:

Step 1. Suppose that the hierar-
chy of switching planes
is

By By Bz . .. 8y
which means that sliding
will - occur on 8, first,

then on the intersection
cf 8y and 85 and then on

the iritersection of 819
85 angd 55 etc. .

Let i = m thus specifying

Step 2.
the bottom plane 8y = O
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gtep 3. Suppose that sliding

. occurs on the first i-l
switching hyperplanes
end solve for the equi-
valent control - .
i-1

t

0y = [M¥ - - - -1

" as a function of

ui-r

from the _equétions

gy=0 3= 1,2,-==yi=1

yielding
‘ i-1 ' :
i+l
Vg = Fi1 Xt "

where matrices _?1_1, Qi—i and

scalsr di depénd on the first

i-1 rows of pmatrices CA and CB _'
Step &4 Chooge u'; and u;'in eqn (6)
to satisfy the reachabili-

ty condition of eqn (8)
(aiﬁigo) on hypersurface
, ﬂi = 0 ' ,
- Hence uy sust satisfy

. . miD
<=/ 4l
. u

G41.
. t _ .
. [pi X+ q‘i: u j__'.? {19

! [ui+1 WUy, 007" ’-"‘Jm]t

: _Step 5 Let i = i-1.

227

. nax
Y; u; 2= [ 341
t S 7
E’i x + ggu 1_1|_7 (20)

where y; ¥ o and vectors
P and qs depend upon

Piys Qg ®9 9-
+. - )
If vy and uy are linear

in x, for example

+ + :
uj =¥ x =y Il

. (21)
ui = *’i X = Fi |I|
then the inequalities jn
eqns (19) and (20) can be
evaluated component wise
go that the bounds on &
end f; cen then be.

ocbtained to engure sli-
ding motion.

If i> o0 then
go to step 3,

Else 8top.
%, -CAD TOOL FOR VSC SYSTE'S -
When designing the CAD tcol,
the foilowing specifications nave
becr teken into consideration. '

.:) Esese of use (interactive-
ness)

~ .1} Plexibility, portability
. and modularity.

(iii) .Application in research/
education and industry.

Interactiveness is jmplemented t
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v¢h a level as to accommodate a
vide range of users from the novi-
¢e to the expert. For portability,
the programme code is in standard
SI.RTRAN 77, which is transparent
o the user. A modular structure

#und to allow for the use of link-
werlay techniques enabling the
economical use of the working
§:0re memory.

Fig. 1 shows the general

Jitructure of the CAD tool which
copsists of the main supervisor,
'YSC' and the four modules: MOD,
IST REACH and SIMU.

If the diskette containing

¢ is used to boot the computer,
then the main supervisor is loa-

ed end TUNn sutomatically, other-
ise the programme is invoked by
ptering the command *VSC'. The
aenu of the supervisor is

HELP
NOD
EXIST
REACH
SIMU
DCONE
ich are the commands used to

voke each of the modules in the
ackage. The HELP command is de-

ées information on the vsage of
By CAD tool. The functions of
:-mands are summarized below:

D)~ loads the model matrices A
sfd £ into the main memory either
Stractively or from an existing
(le-on the system's external

ore. (disketie or hard disk).

fvea adopted to enhance flexibility.

‘zned for the notice user and pro-

‘ters &«
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Matrix T (eqn (13) is determined
together with its inverse, g1

After coﬁputing TAT"}, submatrices
Ay, and A, (eqgn. (16)) are ex-

tracted and converted into the
steandard controllable form using
an (n-n) x (n-m) transformation
matrix Tc. All matrices are
stored into suitable files for
future use or for use by other
modules, and control is returned
to the supervisor 'VSC'.

EXIST . is used to implement the
solution of the existence problem
using the matrices generated by
MOD. It is provided with the set
of desgired cloged-loop -eigenvalues
in the sliding mode and it conm-
putes the switching hyperplanes
matrix C sccording to eagn. (17).
Matrix C is saved in a file an
control returns to VSC. :

REACH - interactively determines
the gaing end for the discon-
tinuous control functions which
drive the state vector toward the

switching planes in accordance

with a user selected switching
sequence. .The default sequence
used by REACH is that provided in
the control hierarchy method slgo-
rithm of section 2.2. The program
corputes thebounds on the parame-

i and Pi wh:.c?h satisfly

8585 <0 for each of the switching

surfaces. The actual selected
velues are such that moderate con-
trol eTfort is used in the opinion
of the user, By default REACH
takes values which are double of
the computed bounds., All parame-
ters are saved in a file and con-
trol returns to the main supervi-
sor,
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\

SIMU - is used to effect the time
(imulation of the designed VSC :
system. A plot of the time res-
ponse data is provided. "It makes
use of the result from the other
modules, and when finished control
ig returned to VSC. T

DONE - is used when the user
wants to exit from theprogramme.

4. AUTOMATIC GENERATION CONTROL

EXAMPLE, - .

] The problem of controlling the
real power output of electric ge-

nerators, in response to changes

in system frequency and tie-linme .

loading so as to maintain the .- -

scheduled system frequency and

established tie-line interchange

within prescribed limits is
termed "automatic generation con-
trol" (AGC) or "load - frequency’
control" (LFC). ' ' _

In this example the AGC pro-
blem for a single control area is
considered. The power system is
modelled by its power balance . .
equation which relates the mis- -
match between power generationm - -
and consumption to the change in
accelerating power and frequency.
(11). The control laws are then .
developed for the linearised mo- ;:
del of 'the generally nonlinear '
system. -For a system which is
exposed to swall changes in load.
during its nermal operation, the
linear :model sufficiently repre-
gsents its dvnarics.

A block diagram representa-~
tion of the AGC scheme for a sin-
gle control area is shown in Fig.
2. The corresponding state varia-
ble formulation is given by

"X = AX + Bu + DAP
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1 K
- 0
/Tp . TE
where A = 0 -;/Tp 1/Tt- o
“ypr 0. -1, gL
- g 13
| K o0 'dd
B. f0 O X, 0]
ena C =/ F

p 0 0 .07
Tp -

Other parameters are as definet

in the list of symbols. :
Consider an AGC problem for 8
gle area with the following pan
peter values (11).

n-

-1

.
L

. t - = by - .'l"'
Tp 20 s Kp. 12C Hz p.u |
-1
7, = 0.3 8 K =C.6 p.u. Iw rad
T, = 0.08s R = 2.4 Hz p.u. K~
Then matrices A, B, and D are
given as oo :
[-c.05 6 0 ¢
A= 0 -3.%33 '3.33 ¢
_s.208 ‘0 -l2.5 -1§
L o.6 0 o 0;
. o ’ l-"’“i
0.} ¢l
B= {-12.5{ and D = | O}
| o o
|
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" MAIN SUPERVISOR
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MOD EXIST
REACH DONE SIMU
Fig. |: Generol Structure of thz CAD Tool.
LY i
S R
X
~1'4 ——e
\ i- | Kp ol
-+ + - - 4
AP ‘I t'f's‘f!" iTF T
¥ Governor Powar Sysfem
( Frem VSC)

..2: Block Diogram ¢f Singie Coniroi Ared.
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ihis is & single - input single -
output system. The required .
orthogonal transformation matrix
T is found to be .

-

1 0 o0 0
| o 1 0o o
T=10 o o 1
0 o 1 o |

The sliding modes are chosen to
correspond to the eigenvalues of
£ Ay - A, .C; 7 which are arbitra-

rily located at -3, -6, -9. _
The corresponding switching vector
is obtained as - -.

C= [4.905 4.385 1.0 13.501 7
The bounds on the control gains

which satisfy the reachability
condition (eqn. (8)) are

& 20.22 ; B <o0.22
&, 21.186 ; B, < 1.186
oz 20.168 ; B5 £0.168

Subsequent simulation runs reveal
that the gains which result in
adequate dynamic accurecy with
moderate control effort are

=% = 5.% = 1,6 =0

Fiobo==5.ps -1 Be e

4,1 SIMULATION RESULTS AND DISCU~
BSION. ’
Simulation results of PG and

f when the system is subject to
a step load change of 0.0%pu sre
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shown in Figure 3 and 4 respecti-
vely. Also shown (in broken
lines) are similar results obtain-
ed using the integral controller
alone, for the purpose of compari-
son. It is evident that the vari.
able structure controller (VSC)
greatly enhances the dynamic per-
formance of the integral controller
in terms of the maximum frequency H
deviation, rise and settling

times. For instance, the settling
time for f using the integral
controller alone is of the order
of 10 seconds for various values
of gain - k while it is about 1.5
seconds for the VSC.

In figure 5, the broken lines
represent the simulation results
of I when the internal paraneters
of the system have changed by 20
bpercent. Since the system model
is linear, it is mesningless to
simulate for perturbations beyond
first order. The two curves are
almost similar showing the insen- ;
sitivity of VSC to system parame-
ter variations when operated on
the sliding mode. Fig & depicts
the variable structure control
signal 'u'. -

It should bte noted however
that the model used in the above
exanmple is presented in a genera=-
lised version, It typifies power
systems on which operating records
8re regularly kept. ‘

5. CONCLUSION

This paper has presented an
interactive CAD tool for the syn-
thesis of variable structure con-
trollers. The tool has a modul ar
structure and its flexibility
&llows for the introduyction of
user ‘owned subroutines.Applica-
tion of the tool to the AGC pPro-~
blem of a single control area was
also discussed. Simulation results

show that the VSC greatly enhan-

ces the dynamic performsnce of the
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presently used integral contro-
1ler., Further results also con-
firm the assertion that, when
operated in the sliding mode, &
VSC is insensitive to system pa-
rameter variations. This places
VSC in the forefront of possible
controllers for uncertain dynami-
cal systems, such as interconnec-
ted power systems. This prelimi-
nary result informs the strategy
of extending VSC to the NEPA -
network, as is currently being
investigated by the authors.
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APPENDIX G

THE CODING OF VAGCD PROGRAMS

The design‘procédure for the proposed variable structure
automatic generation control . (VSAGC) scheme was presented in
Chapter 3 while a computer aided design package named (VAGCD)
was developed in chapter four, for the synthesis and performance
evaluation of the proposed scheme. In this appendix, the
structure and impleméntation of VAGCD are discussed in more
detail. For ease‘of uqderstanding, the design algorithm of
chaptér 3 is summérised and flow graphs are employed to
demonstrate the coding sequence of the programs. Also included

is a detailed block diagram representation of VAGCD structure.

-

G.1l STRUCTURE OF VAGCD

Basically, the process of designing and simulating the

pe-formance of a var iable structure unit vector control

\ - " b

system involves the following tteps:

1. Input the system matrices and parameter values

2. Solve the existence problem by synthesizing the elements
of the hyperplaner matrix C which guarantee'asymtotiéally

stable sliding motion with'prescribed transient behaviour.

3. Solve the'reachability protlem by synthesizing a unit
vector control function which guarantees the hitting
of the_slidihg plane and thereafter the continuity of

motion along the sliding plane.



4. Simulate the performance of the designed system by
sclving the state equation using a fourth order Runge-~
Kutta integration algoritim and plotting/printing tlre

state trajectories.
5. Output the results.

Computer codes are therefore written in standard FORTRAN 77
to accomplish eact of the above steps. The programs are made
to be interactive.

Each set of codes which impiements one of the steps above is
called a module. Fach module is designed as a stand - alone
sysiem and does not interact with the other moduls except to
the extent of generating results which are stored in specific
files for any other medule to acce$s and use. This type of
arrangement is called a modular structure. Note that each
module conéists of several other subreoutines arraiged in a
hierarchical manner.

There is a main program named VAGCD which constitutes the
main monitor while each module is run in a sub-monitor
environment. When the package is started, the main monitor

is invoked and from there other sub-monitors controlling each
module can be invoked, The operating system environment is
MS - DOS 3.2 or any other later version. The package 1is
developed on an IBM Pci— AT compatible with an 80386 processor
which runs at 10 MHz ‘and has 640 MB random access memory (RAM).
Each médﬁle?is linkkover;ay§d1with the main monitor in such

a way that the module i;\i;gg the RAM only when invoked and

put back into the resd only memory (ROM) 4t the end of the

Beggion.
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The AGC module incorporates subroutines for variable structure
unit vector controller design as well as subroutines for
computing the area control error -ACE and for model testing.
Note that for the AGC module to run on-line, other hardware
such as supervisory control and data acquisitidn system
(scabA) must be in place to feed in the required power system
data which are measured continually.

Finally, commercial application softwares fér mat hematical
operations such as MATLAB-was'not used. Since the nature of

the matrices are known, it was found easier to write sub=

. routines that perform matrix operations rather than using

applicatl on programs that would demand for more cf the limited
working memory space. However, the gimulation module (SIMU)
incorporates a commercial graphics software GRAPHER for
plotting the results. A getailed structure of VAGCD is shown

in the block diagram of Fig.GI.

G.2 Implementatioﬁ Of VAGCD
The synthesis pgocedure for the switching hyperplane
matrix C, starting from the canonical transformation

may be summarised as follows:

1. Read matrices A, and B
2. Test the pair (a,B) for controllability

3., Compute the transformation matrix M by inspection
of egn. (3.2)

4. Compute MAM'

» . 1 [
5., Partition MAM to obtain A4, Alz’ Azl' Azz
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9a.

9bi.

9bii.

9kiili.

‘10.

-Test All' A

f).’_;:zl

1 for controllability

Transform All.into the companion form

Enter the desired poles of the system
{the number of poles = (n-m) and the poles must be
distinct from the poles of matrix A)

For m = 1 (ie, single - input single - output system)
Compute the intermediate matrix F using the conventional
pole assignment algorithm '

For m>2 (ie, multi~input system): compute the
corresponding eigenvector matrix V.

Obtain the orthogonal matrix W by solving egn. (3.24)
and partition into W;, W,.

Compute the intermediate matrix F by solving eqn.3.26
Then compute the hyperplane matrix C from eqn. (3.27)

The flow graphs of Figs.G.2 and G.3 further illustrate
the coding sequence for the solution of the existence
problem. ‘

similarly, following the equations developed in

section 3.4, the procedure for computing the parameters
of the unit vector control function may be outlined

as follows

Read matrices A, B, All' Al2’ Aél' A22, P and C

compute M, and M,' using equations (3.31) and (3.32)

respectively.

- Compute ¢l' b, and ¢4 as defined in egn. (3.35)

Enter the pole(s) of ¢ while at the same time testing
for validity of any chosen pole (a valid pole must be
negative)

Enter the design parameter p

Solve the Lyapunov equation (eqn.3.39) for the positive
definite matrix Pn'



( START )

READ n,m
READ((A(ij),i=l,n),j=1,n)

P

-

READ((B(iij)ri=lrn)r j=1l,m)

ADJUST B

(CONTROLLABILITY
CHECK) .

\‘\ii:\iii,,/’/’

COLUMNS

ADJUST ROWS x

QF B

Yus

COMPUTE MATRIX M

1

FORM MB = B,

DIM.B2=mxm?

COMPUTE MAM'

PARTITION MAM' INTO

A11’ A12'

A A

22¢ £33

DISPLAY M, MAM

Ay1/B12, 801 1B

]

10By20Boq 1B22

SAVE.M, MAM , A

RETURN

FIG.GA: FLOW CHART I'OR CANONICAL TRANSFORMATION
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:

READ A, B, Aqq.Pasihogq
'and, 1y ley 2

TEST (A11+%92) FOR
CONTROLLABILITY

.

COMPUTE MATRIX M

L

TRANSFORM Aq4

)

ENTER DESIRED POLES

P

FORM THE COMPANION
MATRIX

No

COMPUTE F

COMPUTE V

l

OBTAIN W

COMPUTE = F

o

S —

COMFUTE C

(f' RETURN t)

F‘I.G-. 'G.3 | FLOW CHART FOR SOLVING THE EXISTENCE FROBLEM




Compute the coefficient 'L' of the linear control
law using egn. (3.38).

Compute coefficients G and H of the nonlinear control
law using egns. (3.42) and (3.43) respectively.

The flow graph of Fig.G.4 further illustrates the
coding sequence.

The implementation of the simulation function follows
the sequence outlined below:

Read matrices A, B, F, C, I', L, G, H and the system
order N.

Enter the value of the change in load demand.
(This value is in per unit of area capacity)

Enter the initial time (usually zero), the final time,
the step size and the initial condition vector x (o)

$0lve for the nonlinearities present in the system.
For instance eqn. (CXIII) is used for computing the
water hammer effect while egn. (DI) is used for dead-
band effect.

Compute the variable structure unit vector control
signal from eqgn. {3.29)

Solve the state equation (a system of first order
differential equations) eqn:(ﬁ 72) for the power
system model of interest using the well known fourth
order Runge-Kutta integration algorithm and determine
the excursion of the system states as time goes from
the initial to the final time.

Print and/or plot the results.

The flow graph of Fig.G.5 further elucidates the
coding sequence of the simulation program.

Other modules implemented in VAGCD are either servicing
or utilizing the three major functions described above.
The flow charts for the implementation of the Input,
Output and AGC Modules are reSpectively shown in
figures G.6, G.7 and G.8
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i 243
READ. A,B,F,C,r,L,H,G,N

Enter change in load demand,initial

ngjﬁinal time, s Rp size and initia
on_yector X[6}._._ :

Solve for the noh}inearities
Compute the control signal u

COMPUTE  x(i), i

n
-
w
=

CALL

4
{ RETURN )

PRINT

9

CALL GRAPHER

{  RETURN )

CALL GRAPHER

CALL PLOT

( RETURN )

Fig., 6.5 : Tlow Chart For The Simulation Progeam,
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( START )
l

READ PE.i.' fe. E' L| G, H

NO

QWN AREA ? NO

COMPUTE ACE (eqn. 4.1) ( SSTOP

l

COMPUTE Uyp (eqn. 4.2)

COMPUTE ¥, (ean. 4.3)

l

COMPUTE P (Eqn. L.k)
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l
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C STO'P )

Fig. G.3 . Flow Chart For The AGC Module.
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/GRAPHER/FEEDBK . FOR DIMENSION E(5,5),R(5,5),T(5,5)B2(5,5),A(5,5)
DIMENSION B1(6),A12(5),AT(5,5),A11(5,5),C(5),B3(5,5)
DIMENSION A2(5,5)
CHARACTER FLAG1,FLAG2,FLAG3,FLAG4,FLAGS
OPEN(2, FILE = 'AB2.DAT')
OPEN(4, FILE = 'AFNZ.DAT')
READ(3, ' (2I1)') N,M ‘
READ(3, ' (SE10.3) ') ((A(I,J),J=1,N)},I=1,N)
READ(3’,'(5E10.3)") (B1i(I),I=1,N)

WRITE(*,'(A/}') ' MATRIX A’
WRITE(*,7) ((A(I,J),J=1,N),I=1,N)
WRITE(*.'(//A/)'} ' MATRIX B TRANSPOSE '

WRITE(*,8) (Bi(I),I=1,N)
7 FORMAT(3X,SE12.5)
8 FORMAT(3X,5E12.5)

WRITE(*,'(A)') 'TEST FOR CONTROLLABILITY?'
READ(5,'(A)') FLAG1 ,
IF (FLAG1.EQ.'N') GO TO 567
CALL CONTRL(A,B1,A2,N)
WRITE(*,'(SE12.5)"') ((A2(7,J3),J = 1,N},I = 1,N)
PAUSE 'CONTROLLABILITY MATRIX' '

567 WRITE(*,'(A)') ' TRANSFORMATION MATRIX AVAILABLE? Y/N °’

2 READ(5,'(A)') FLAG3 '

’ IF({FLAG3.EQ.'N') GO TO 586 .
READ(3, "(5E10.3}"') ((R(I,J),J = 1,N),I = 1,N)}
WRITE(*,7) ((R(I,J),J = 1,N),I = 1,N}
GO TO 125

586 WRITE(*, '(A)') ' WANT TO USE ELEMENTARY MATRIX? Y OR N’
READ(S, ' (A)') FLAG1
IF(FLAG1.EQ.'N') GO TO 111
CALL MENTARY(B1,R,N)
WRITE(*,'(A)') 'WISH TO CHANGE SOME VALUEST?'
READ(S, '(A)') FLAG4
IF(FLAG4 . EQ. 'N'} GO TO 125

124 WRITE(*,'(A)') 'ENTER THE VALUE OF I,J FOR R(I,J) ON 2I'
READ (5,'(2I1)') I,J
WRITE(*,'(A)') 'ENTER THE VALUE OF R(I,J} ON F10.3'
READ(5, '(710.3)") YT
R(I,J) = ¥T
WRITE (*,'(A)') 'WANT TO CHANGE ANOTHER?'
READ (5,'(A)') FLAGS
IF(FLAGS.EQ.'Y’') GO TO 124
GO TO 125 ,

111 CALL ORTHO (B1,R,N)

C COMPUTE R INVERSE

125 CONTINUE
DO 1044 I = 1,N
DO 1044 J = 1 ,N

1044  T(I.J) = R(I,J)
CALL INVERT (T,N)

.C FORM R X A X R-INVERSE

" CALL PRODM (R,A,B2,N)
CALL -PRODM (B2,T,B3,N)

N1 = N-M-

DO 200 T =1,N1

DO 200 3 = 1.1
200 ALL(I,J) = B3{(I.,J)

PO 202 I = 1,ML

N2 o= Nipt



AP = 0.
* AT = 0,

DO 50 I = 1,N

AT = AT + B(I,NN) * R(I,J)
50 AP = AP + R(I,J)*R(I,J)

T(J,NN) = AT/AP

NN = NN + 1

IF(NN.LE.N} GO TO 45
C COMPUTE R(J) (COLUMN VECTORS)
IC=J + 1
DO 60 I=1,N
AC = B(I,IC)
DO 70 II = 1,3
R{(I,IC) = (R(I,IC) + AC - T(II,IC)*R{I,II))
70 AC = 0.
60 CONTINUE
40 CONTINUE
WRITE(*,'(//,2X,A/})') 'MATRIX R’
WRITE(*, '(5E10.3}") ((R(I,J),J=1,N),I=1,N)}
WRITE(*,
READ(S, ' (2I1)') NCO,ND1
DO 401 JI = 1,N
DY = R{JI,NCO)
R(JI,NCO)} = R(JI,ND1)
401 R{JI,ND1) = DY
JE TRANSPOSE MATRIX R
CALL INVERT (R,N)
¢ multiply R AND B MATRICES
CALL PROD(R,B1,BT,N}
C IF BT IS NOT OF THE REQUIRED FORM,EXCHANGE ROWS OF R

'{(A}') ' COLUMN CHANGE ,INPUT NCO,NDEST., ON 2I1

WRITE(*, "{'' DO YOU WANT TO EXCHANGE ROWS OF R? (Y/N)''})'}

READ(5,'(A)') FLAGL
IF(FLAG1.EQ@.'N') GO TO 59

a9 WRITE(*,"'('' INPUT THE ORIGINAL ROW''}")
READ(5,'(12)"') IG
WRITE(*,'('" INPUT DESTINATION ROW ''}")
READ(5,'(12)') 1ID
DO 80 J=1,N
GN = R(IG,J)
R{IG,T) R(ID,J)

80 R{ID,J) GN
WRITE(*, ' (''( WANT TO REPEAT THE OPERATION? (Y/N)
READ(5,'(A)') FLAG2
IF(FLAG2 . EQ .'Y') GO TO 49

C CHECK FOR ACCURACY
WRITE (*,'(//A)') ' [EXCHANGED R MATRIX '
WRITE(*,'(/SE12.4)"') ((R(I,J),J=1,N},I=1,6N)
CALL PROD(R,B1,BT,N)

59 RETURN
END

)

SUBROQUTINE TRANS (R,RT,N)
DIMENSION R(N,N), RT(5,5)

. DO 10 I= 1,N i
- DO 10 J = 1,N
10 RT(J,I) = R(I,J)

WRITE(*,'(//,2X,A/)"'} 'TRANSPOSED MATRIX R'
WRITE(*,7) ({(R{(I,J),J=1,N), 6 I=1,N)}
7 FORMAT(/,4X,5E12.5)
RETURN o
END’

try

+
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49

20

Q9

S

3

FORM

A12(I) = B3(I,N2)
CALL LIRD (A11,A12,C1i,N1)

C1(N) = 1.
DO 203 I = 1,N
C{I} = 0.

DO 203 J = 1,N

C(I) = C(I) + CL(J) * T(J,I)
WRITE(*,'(5E12.5)") ((T(I,J),J

PAUSE 'INVERSE M MATRIX'

WRITE(*,'(A)') ' ELEMENTS OF THE SLIDING PLANE VECTOR
1,N)
1,N)

WRITE(*,'(5E12.5)"'} (C(I),I
WRITE(4,'(5E12.5)') (C(I),I
STOP
END

SUBROUTINE MENTARY (B1,R,N)

DIMENSION B1(6),R(5,5),BT(5)

CHARACTER FLAG1,FLAG2

THE UNIT MATRIX
DO 10 I = 1,N
DO 10 3 = 1,N
R(I,J) = 0.

IF(I.EQ.J)} R(I,J) =1.

I’FN)QI = 1!N)

WRITE(*,'(5E10.3)}') ((R(I,J},J=1,N),I =1,N)

CALL- PROD(R, B1,BT,N)

WRITE(*,'{A)"') ' WANT TO EXCHANGE ROWS? Y/N '

READ (5,'(A)') FLAG1
IF(FLAG1.EQ.'N'} GO TO 89

WRITE(*,'(A)")} ' INPUT ROW NOS. TO BE

READ (5,'(2I1)"') NI,ND
DO 20 I =1,N

GN = R{NI, I}

R(NI,I) = R(ND,I)
R(ND,I) = GN

WRITE(*,'(A)')" WANT TO REPEAT THE OPERATION

READ(5, ' (A) ') FLAG2 _
IF (FLAG2.EQ.'Y') GO TC 49
CALL PROD(R,B1,BT,N)

WRITE(*,'(5E12.5)') ((R(I,J),J=1,N},I=1,N)

RETURN
END

SUBROUTINE ORTHO (B1,R,N)

DIMENSION Bi(6),R(5,5),B(5,5),T(5,5),BT(5S)

CHARACTER FLAG1,FLAG2
DO S I=1,N

DO S J=1,N

R(I,J) = O.

B(I,J)=C.

IF(I.EQ.J ) B(I,J) = 1.

C COMPUTE R(1)

20

45

DO 20 J=1,N
R(J,1) = B1(J}
B(J,1) = B1(J)

WRITE(*;'(A)") ' COMPOSITE B MATRIXX**xxxxxx
WRITE(*, ' (/5E12.3)") ((B(I,J),J = 1,N),I = 1,N)
C COMPUTE T(I,J) -

KT=N-1
DO 40 J=1,KT
NN=J+1
CONTINUE

EXCHANGED ON 2I1
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SUBROUTINE LIRD (AP,BP,D,N)
DIMENSION AP(S5,5),BP(5),AC(5,5),CMCP(5,5),CMCC(5,5), ALP(S 5)
DIMENSION D(5),BC(5),T(5,5),BK(S),POL(5, 2),CCL(5,5) ,ML(5,5)
DIMENSION DIS(5)
REAL CCL,ML,DIS,LP
READ(4,'(I2)') N
READ(4, ' (4E10.3)') ((AP(I,J),J=1,N),I=1,N)}
READ(4, '{4E10.3)") (BP(I),I=1,N)
READ(4,'(4E10.3)') (DIS(I),I=1,N)
READ(4,'(E10.3)") LP
WRITE(*,7)((AP(I,J),J=1,N),I=1,N)}
WRITE(*,'(A)') 'MATRIX BP TRANSPOSE'
FORMAT (4X,4E10.3)
WRITE(*,7' (BP(I),I=1,N)
PAUSE 'MATRIX A1l AND BP'
WRITE(*,'(A)') ' TEST FOR CONTROLLABILITY ? ENTER FLAG = Y'
C FORM MCP '
ML = N+1
CALL CONTRL(AP,BP,CMCP,N)
WRITE(*,8) ((CMCP(I,J),J=1,N),I=1,N)
8 FORMAT (4X,4E10.3)
o PAUSE 'CMCP MATRIX,CHECK FOR CONTROLLABILITY'
CALL FADEVA(AP,D,N,M1)
WRITE(*, ' (//4E10.3)") {D(I),I = 21,M1)
PAUSE ' POLYM FROM FADDEEVA'
NL1 = N-1
DO 10 I=1, NL1
DO 10 J=1, N

aQaQan

~J

AC(I,J) = 0.
IK = I+1
10 IF(J .EQ. IK}) AC(I,J) = 1.0

DC 33 J=1,N
ND =N-J + 2

33 AC(N,J} = =D(ND)

DO 20 I =1, N
20 BC(I) = 0.

DO 123 I = 1,M1
123 D(I) = 1.

BC(N) = 1.

WRITE(*,'(/4E10.3)"') ((AC(I,J),J=1,N),I = 1,N)
WRITE(*,'(/4E10.3)') (BC(I),I = 1,N)

PAUSE 'SYSTEM CLOSED LOOP MATRIX ABOVE'

CALL CONTRL({AC,BC,CMCC,N)

WRITE(*,'(A)') * MCC MATRIX'

WRITE(*,7) ((CMCC(I,J),J=1,N),I=1,N)}

PAUSE 'MCC MATRIX ABOVE'

C INVERT MCC
v CALL INVERT (CMCC,N)
C COMPUTE T

CALL PRODM (CMCP,CMCC,T,N)
WRITE(*,'(//5E10.3}') ((T(1,J3),J=1,N),I=1,N)
PAUSE'MATRIXT'

C INVERT T
CALL INVERT(T,N)
WRITE(*,"'(A)'), ' T INVERSE'
WRITE(*, '(5E10.3)"') ((T{(I,J),J=1,N},I=1,N)
PAUSE'T INVERSE' -

c FORM THE CLOSED LOOP SYSTEM MATRIX
C READ THE DESIRED POLE LOCATION
WRITE(*,'(A})') ' INPUT DESIRED POLES ON 2E10.3 ***xx°

READ(S, '(2E10.3)") ((POL(I,J),J=1,2),I=1,N)



C

229

25

32
50

40
400

60

61

C

70

Q0
80

FORM QUADRATIC FACTOR FROM COMPLEX CONJUGATE POLE
IF(POL(1,2) .EQ. 0.) GO TO 229

D(2) = 1.

D(2) = 2 * POL(1,1)

D(1) = POL(1,1)**2 + POL(1,2)**2

ND1 = 3 _

IF(POL(3,2) .EQ. 0.) GO TO 25

D(5) = 1

D(4) = D(2) + POL(3,1)*2

D(3) = D(1) + D(2) *POL(3,1)*2 + POL(3,1)**2 + POL(3,2)**2
D(2) = D(2)*(POL(3,1)**2 + POL(3,2)**2) + D(1)}*POL(3,1)*2
D(1)} = D(1)*(POL(3,1)**2 + POL(3,2)**2)

ND1 = 5

GO TO 25

D(3} = 1

D(2) = POL(1,1) + POL(2,1)

D(1) = POL(1,1)*¥POL(2,1)

ND1 = 3

DO 40 I=ND1, N
DO 50 J=1, ND1
IN1 = ND1 - J + 1 |
IF(IN1 .EQ. 1) GO TQO 32
D(IN1) = POL(ND1,1)*D(IN1) + D{(IN1-1)
GO TO S0 :
D(IN1) = POL{ND1,1)*D(IN1)
CONTINUE
ND1 = ND1 + 1
IF(ND1.GT.N) GO TO 400
CONTINUE
D{(N+1) = 1.
WRITE(*,'(//AEIO.B)') (D(I), I = 1,M1)
PAUSE 'POLYM COEFF'
FORM THE CLOSED LOOP A MATRIX
DO 60 I=1, N-1
DO 60 J=1, N
ALP(I ,J) = 0.
RIK = I+1
IF(J .EQ.KIK) ALP(I,J)=1.
DO 61 J=1,N
ALP(N,J) = -D(J)
WRITE(*,'(A)') ' DESIRED CLOSED LOOP MATRIX'

-

WRITE(*,'(/4E10.3)"') ((ALP(I,J),J = 1,N),I = 1,N)

PAUSE 'DESIRED CLOSED LOOF MATRIX'

COMPUTE THE FEEDBACK VECTOR K

DO 70 I=1, N

BRK(I) = AC{(N,I) - ALP(N,I}
WRITE(*,'(/4E10.3)') (BK(I}),I = 1,N)
DO 80 I=1, N '
D(I) = O.

DO 90 J=1, N

D(I) = D{I) + BK(J)Y*T(J, I)

CONTINUE

WRITE(*,'(A)') ' ELEMENTS OF THE FEEDBACK VECTOR'

WRITE(*,7) (D(1}),I=1, N)
PAUSE_'LEAVING LIRD"
RETURN

END

SUBROUTINE CONTRL (AT,BT,CMOC,N)

DIMENSION AT(5,5),BT(S), CMOC(S 5),BOT(5),X(5,5)

DIMENSION TAC(S5, 5) TBT(5,5)
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CALL PROD(AT.BT,BOT,N)

PO 10 I=1, N 2
CMOC(I,1) = BT(I) :
10 CMOC(I,2) = BOT(I) g
DO 200 I = 1.N 5
DO 200 J=1,N g
200 TBT(I,J) = AT(I,J) :
I =3
213 CALL PRODM(AT,TBT,TAC,N)
WRITE(*,'(A)") ' TAC = AP SGUARED MATRIX '

WRITE (*,'(/5E10.3)'}) ((TAC(KI.J),J =1,N),KI = 1,N)
CALL PROD(TAC,BT,BOT,N) ‘
DO 30 J=1, N
30 CMOC(J,I) = BOT(J)
DO 62 K=1,N :
DO 62 J=1,N

% T PR

62 TBT(K.J)= TAC(K,J) ;
I=I+1 ]
IF(I.LE.N) GO TO 213 ;
RETURN E
END |

SUBRCUTINE PROD (TN,BN,BOT,N)
DIMENSION TN(5,5},BN(5),BOT(S5)
Do 20I = 1,N '

BOT(I} = 0.
bo 203 = 1,N
20 BOT(I)= BOT(I) + TN(I,J) * BN{(J)
RETURN ' ' _
END
SUBROUTINE FRODM (AN,AM,TAC,N) t ' -

DIMENSION AN{5,5),AM(5,5),TAC(5,5)

WRITE (*,'(//5E10.3)") ((AM(I,J),J=1,N), I = 1,N)
DO 10 I= 1,N
DO 10 J =1,N
TAC(I,J) = 0.
DO 10 K = 1,N

10 TAC(I,J) = TAC(I.J) + AN(I.K)*AM(K,J)
WRITE(*, '(A)') ' TAC MATRIX INSIDE PRODM'
WRITE(*,'(/5E10.3)"') {({(TAC(I1,J}., J =1,N), I =1,N)
RETURN
END

P A .

EL™ SN

S ey A EEY Ty WD O

SUBROUTINE INVERT(X,N)
DIMENS ION A(5,5),X(5,5),C(5.10) {
DATA EPS/1.0E-6/ E
WRITE(*,'{(/5E10.3)') ((X(I,J),J =1,N),I =1,N) .
C A = INPUT MATRIX, X = A-INVERSE, AND EPS IS THE TOLERANCE
Ni = 2*N
DO 10 I =1,N
DO 10 J = 1,N
10 C(I.J) = X(1,J)
DO 30 I =1,N
DO 30 J =.1,N
IF(I.EQ.J) GO TO 20
¢(I.J+N) = 0.0

GO TO 30
20 C(I,J+N) = 1.0
30 CONTINUE
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C INVERT MATRIX

q DO 130 IP = 1,N
C FIND PIVOT ELEMENT IN COLUMN IP
IM = IP
IF(IP.GE.N) GO TO 50
IST = IP + 1
DO 40 I = IST,N
IF(ABS(C(IM,IP)).GE.ABS(C(I,IP))) GO TO 40

IM = 1
40 CONTINUE
50 IF(ABS(C(IM,IP}).GE.EPS) GO TO 70

C NEAR ZERO DIAGONAL ELEMENT FLAG
WRITE(*,60) IP, C(IM,IP)

60 FORMAT(1HO, ' DIAGONAL ELEMENT ',I2,'= ', 1PE13.5)
IF(C(IM,IP).EQ.0.0) RETURN
70 IF(IM.EQ.IP) GO TO 90

C INTERCHANGING ROWS TO POSITION PIVOT ELEMENT
DO 80 J =IP ,N1
CL = C(IP,J)
C{IFr,J) = C(IM,J)

g0 C{IM,J) = CL
C FIND MULTIPLICATION CONSTANT
=10 CL = C(IP,1IP)

C(IP,IP) = 1.0
DO 100 J = IST,.N1
}00 C(IP,J) = C(IP,J)/CL
ZERO COLUMN OF PIVOT ELEMENT
DO 120 I = 1,N
IF(I.EQ.IPF) GO TO 120
IP1 = IP + 1
CL = C(I,1IP,;
C(I,IP) = 0,
DO 110 J= IP1,N1
llp C(I,Jy = C(I,3) - CL * C({IP,J)
120 CONTINUE
130 CONTINUE
M =N+1
DO 140 I = 1,N
DO 140 J =M /N1
K = J-N
140 X(I,K}Y = C(I,J)
WRITE(*,'{/5E10.3)"'}) ((X(I,J),J =1,N}),I = 1,N)
RETURN '
END

SUBROUTINE FADEVA (A1,D,N,M1)
PROGRAM FOR INVERTING MATRICES A AND (SI~A) USING FADEVA,S
METHOD.INPUT REAL ELEMENTS A(I,J) ROW WISE AND ORDER N.OUTPUT
B MATRICES,A INVERSE AND CHARACTERISTIC EQUATION COEFFICIENTS D(M)
IN DESCENDING ORDER. ORDER N MUST NOT BE MORE THAN 10.
C: C MATRIX (TEMPORARY)} AND CHECK MATRIX
B: (N-1}) B MATRICES ELEMENTS
D: CHARACTERISTIC EQUATION COEFFICIENTS.
DIMENSION A1(5,5),D(5),B(5,5,5),C(S5,5)
WRITE(*,'(/4E10.3)') ((A1(I,3),J = 1,N),I = 1,N)
PAUSE 'A MATRIX INSIDE FADEVA'

SNONSNORONORS!

®

DO 10 I = 1,N
DO 10 J = 1,N

10 C(I.,J) = A1(I,J)
D(1}) = 1.0

DO 40 L = 1,N



254

IT =L -1 ;

. M =L + 1 :

1C COMPUTE CHARACTERISTIC EQUATION COEFF. FROM TRACE
D(M) = 0.
DO 20 K = 1,N

.20 D(M) D{M) +C(K,K)
DM -D(M) /L
IF(L.EQ.N) GO TO 50 .

C COMPUTE B{(L)} MATRICES FOR (SI-A) INVERSE

o

DO 30 I = 1,N

DO 30 J = 1,N

B(I,J,L) = C{I,J)
30 IF(I.EQ.J) B(I,J,L) = C(I,J) + D(M)
C COMPUTE AB MATRIX

DO 40 I = 1,N

DO 40 J = 1,N

C(1,J) = 0.0
DO 40 IND = 1,N

40 C(I,J) = C(I,J) + A1(I,IND)*B(IND,J,L)
C COMPUTE A INVERSE

50 po 60 I = 1,N

' DO 60 J = 1,N

60 C(I,J) = =-C(I,J}/D{(M)

WRITE (*,'(//S5E10.3)') (D(I),I = 1,M)
PAUSE'D VECTOR INSIDE FADEVA' '
RETURN :

l'lu END
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/GRAPHER/CONTROL . FOR§C PROGRAM DESIGNS THE VSS CONTROLLER 'U' IN THE FORM
C RELAYS WITH STATE DEPENDENTM GAINS.

10

20

30

40

45

55

70

65

DIMENSION A(5,5),B(S),C(5),ALPHA(S),TEMP(5), ALPHAM(5)
CHARACTER FLAG1,FLAGZ,FLAG3,FLAG4

OPEN(3,FILE = 'AB2.DAT')

OPEN(2,FILE = 'AFN2.DAT')

OPEN (9,FILE = 'CTR2.DAT')

READ(3,'(I1)') N

READ(3, '(5E10.3)"') ((A(I,J),J = i1,N), I = 1,N)
READ(3, '(5E10.3)') (B(I),I = 1,N)

READ(2,'(5E12.5)') ( C(I),I = 1,N)
WRITE(*,'(SE12.5)') {(C(I),I = 1,N)
DO 10 I = 1,N

TEMP(I) = 0.

DO 10 J = 1, ,N

TEMP(I) = TEMP(I) + C{J) * a(J,I)
PHA = 0. .

DO 20 I = 1,N

PHA = PHA + C(I}*B(I)

DO 30 I = 1,N

ALPHA(I) = TEMP(I)/FHA _

PRINT '(/A,$)', 'MINIMUM ALPHA VALUES'
WRITE(*,'(/5E10.3)"') (ALPHA(I),I = 1,N)
WRITE(*,'(A}') 'WISH TO MULTIPLY BY A FACTOR'
READ(5, ' (A)') FLAG1

IF(FLAGL . EQ. 'N') GO TO 45

WRITE(*,'(A)') ' ENTER THE REAL NO. FACTOR'
READ(S, ' (E10.3) ') FACTOR |

DO 40 I = 1,N .

ALPHA(I) = ALPHA(I)*FACTOR

GO TO 55

WRITE (*,'(A)') 'WISH TO CHANGE ALPHA VALUES’
READ(5, ' (A)') FLAG2

IF (FLAG2 .EG.'N') GO TO S5

WRITE(*,'(A)') 'ENTER THE VALUES OF ALPHA(I) ON (F10.3)'
READ(S, ' (E10.3) '} (ALPHA(I),I = 1,N)
WRITE(*,"(A)') 'WISH TO ZERO SOME VALUES'
READ(*,'(A)') FLAG3 :

IF (FLAG3 .EQ. 'N') GO TO 65

PRINT ' (A,$)','ENTER THE INTG. NO. (I) CORRESP. TO ALPHA(I)'
READ(S, ' (I1)') IR '

ALPHA(IK) = 0. .

WRITE(*,'(A)') 'WISH TO ZERO ANOTHER'
READ(S, ' (A}') FLAG4 '

IF(FLAG4. EQ. 'Y') GO TO 70
WRITE(*,'(5E12.5)') (ALPHA(I), I= 1,N)
WRITE(9, '(SE12.5)') (ALPHA(I),I = 1,N)

END
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."/GRAPHER/RUNGA.FORC-PROGRAM SOLVES THE STATE EQUATION. USING FOURTH CORDER RUD
DIMENSION A{(5,5),AW{5,5),C{(5),B(5),D(5),CB(5,5)
DIMENSION <BIV({(5,5),CT{(5),UNIT(5,5),AT2(5,5)
CHARACTER FLAG1 ,FLAG2
OPEN (3,FILE = 'ABZ2.DAT')

OFPEN{(4,FILE = 'AFN2.DAT")
OPEN(8,FILE="'RESULSS.DAT")
open{9,file="ctr2.dat',status='old"’')
open(2,file='at2.dat’',status="0ld"}
READ(3,'(2I1)') N,M 4 |
READ(3, '(5E10.3) ') ((A(I,7),J = 1,N),I = 1,N}
READ(3,'(5E10.3)"') (B{(I),I=1,N)
READ(3, '(SE10.3)"') (D(I}, 1 i,N)
READ(4,'{(8E12.5)') (C(I), 1 1,N)
WRITE(*,'(5E10.3)'} {(A{(I,J),J= 1,N), I = 1,N)
WRITE{*,'(SE10. 3) } (B(I)vI = 1,N)

C FORM UNIT MATRIX
DO 10 I = 1,N
DO 10 J = 1,N
UNIT(I,J) = 0.

[{ [

10 IF (I.EQ.J) UNIT(I,J) = 1.
WRITE(*,'(SE10.3)') (D(I),I = 1,N)
PRINT ‘'(A,8$) ','INPUT THE VALUE OF THE DISTURBANCE FUNCTION'
READ(S,FMT='(E10.3) ') DPF
| DO 123 I = 1,N
I'L23 D(I) = D(I) * DP

WRITE(*,'(A)') ' INPUT THE VALUE OF UG FOR INT CONTROLLER'
CALL RUNG (N,A,D,C,B)
999 STOP
END
SUBROUTINE RUNG(N,A,D,C,B)
C PROGRAM SOLVES THE STATE EQUATION
DIMENSION XO(5),A(N,N),D(N),B(N),ALPHA(5),C(N)
REAL H,TO,TF
OPEN(?,FILEé'ATZ.DAT',status: 'old')
OPEN(9,FILE="'CTR2.DAT',STATUS="'0OLD")
READ(9, ' (5E12.5)") (ALPHA(I) I =1,N)
WRITE(*,'(A)') 'INPUT THE VALUE OF ALPHA ON F10.3"
READ(5,'(F10.3)') (ALPHA(I),I=1,N)
WRITE(*,'(5E12.5)"') ( ALPHA(I), 1 = 1,N)
READ(2. ' (3E20.3)') H, TO,TF
WRITE(*,'(3E10.3)') H, TO TF
READ(2,'(5F10.5)'}) (X0(I),I = 1, N)
WRITE(*,'(SF10.5)"') (XO(I}), I =1, N)
WRITE(*,'(5F10.5)') (D(I),I= 1,N)
WRITE(*,'(5F10.5)') (C(I),I = 1,N)
CALL RKAM(TO,XO,TF,H,N,A, D, c,B, ALPHA)
RETURN
END

oo

SUBROUTINE FUN(T,X,F,A,D,B,ALPHA P8I, C,N)
DIMENSION X{(N)}, F(N) A(N N) D(N),B(N}, U(S) ALPHA(N) ,C(N)
e DIMENSION PSI(N)
OALL CONTROL (T,F,X,A,ALPHA PSI;C, B,U, N)
PG 16 I = i;N
F(I) = 0.
DO 20 L = 1 ,N .
20 F(I) = F(I) + (A{(I,L) * X(L))
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10 CF(I) = F(I)+ D(I) + U(I)
RETURN

Il' END

SUBROUTINE OUT(T,X,F,N)

DIMENSION F(N),X(N)

WRITE(*,'(6E10.3)') T,X(1).X(2),X(3),%X(4) ,%X(5)

WRITE(*, '{6E12.5)') T,F(1),F(2),F(3),F(4),F(5)

WRITE(8, '(E10.3,3X,E10.3,2X,E10.3,2X,E10.3,2X,E10.3,2X,E10.3) ")
*OT,X{1),X(2),X(3),X(&4),X(5)

RETURN

END

SUBROUTINE RKAM(TO,XO,TF,H,N,A,D,C,B,ALPHA)
DIMENSION XO(N),X(5),F(5),F3(5),F2(5},F1(5),A(N,N)
DIMENSION FO(5},XK1(5),XK2(5),XK3(5),XK4(5),D(N)
DIMENSION ALPHA(N),C(N),B(N),PSI(5)

DO 56 I = 1,N

56 PSI{(I) = ALPHA(I)
IR = 0.
T = TO

DO 10 I =1, N
X(I) = XO(I)

10 CONTINUE
CALL OUT (T,X,F,N)
I'[ CALL ‘FUN(T,X,F,A,D,B,ALPHA,PSI,C,N)
S DO 100 I =1, N
F3(I) = F(I)
100 CONTINUE
9 DO 201 I =1, N
XK1{I) = H*F(I)
201 CONTINUE

T = TO + 0.5*H
DO 202 1 = 1, N
XK(I}) = XO(I} + 0.5*XKi(I)
202 CONTINUE
CALL FUN(T,X,F,A,D,B,ALPHA,PSI,C,N)
DO 203 1 =1, N
XK2(I) = H*F(I)
203 CONTINUE
T = TO + Q.5%H
DO 204 I =1, N
X(I} = XO(I} + 0.5*XK2(I)
204 CONTINUE -
CALL FUN{(T.X,F,A,D,B,ALPHA,PSI,C,N)
DO 205 I = 1, N - . .
XK3(I) = H*F(I)
205 CONTINUE
T =TO + H
DO 206 I =1, N
X{I) = XO(I) + XK3(I)
206 CONTINUE
CALL FUN(T,X,F,A,D,B,ALPHA,PSI,C,N)
DO 207 I = 1, N

' XK&4(I) = HX*F(I)
- 07 CONTINUE
DO 208 I = 1, N
RK = (XK1(I) + 2.%*XK2(I) + 2.*XK3(I) + XK4(I))/6.

X{(I) = XO(I} + RK
XO{I} = X(I)
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2008

112

113

i01

102

103

300

301

302

401

402

501

10

20

CONTINUE

TO = T , '
CALL FUN{(T,X,F,A.D,B,ALPHA,PSI.C,N)
CALL QUT{T,X,F,N)

CXDOT = 0,

CDX = 0.

DO 2008 I = 1,N

CXDOT = CXDOT + C{(I)* F(I)}
CDX = CDX + C(I) * X(I)

PRD = CDX * CXDOT .
WRITE(*,'(2E12.5)"') PKD,CDX
IF(T-TF) 112,112,113

GO TO 9

RETURN

IR = IR +'1

IF(IR~-2) 101,102,103

po 1 1T =1, N

F2{1I) = F(I)

CONTINUE

G0 TO 9

DO 2 I =1, N

F1(I) = F(I)

CONTINUE

GO TO 9

DO 3 I =1, N

FO(I} = F(I)

CONTINUE

T =T + H

DO 301 I =1, N

AM = (55.*FO(I)-59.*F1(I)+37.*F2(1)-9.*F3(1))/24.

X(I) = XO(I) + H*AM

CONTINUE

CALL FUN(T,X,F,A,D,B,ALPHA,PSI,C,N)
DO 302 I =1, N

AM = (9.*F(I)+19.*FO(I)-5.*F1(I)+F2(1))/24.
X(I) = XO(I) + H*aAM

XO(I) = X(I)

CONTINUE

CALL FUN(T,X,F,A,D,B,ALPHA,PSI,C,N)
CALL OUT(T,X,F,N)

IF(T-TF) 401,401,501

DO 402 I = 1, N

F3(I) = F2(I)

F2(I) = Fi(I)

F1(I) = FO(I)

FO{I) = F(I)

CONTINUE !
GO TO 300

RETURN

SUBROUTINE CONTROL(T,F,X,A,ALPHA,PSI,C,B,U,N)

DIMENSION C(N),U(N),ALPHA(N),X(N},CK(5),PSI(N),B(N),F(N)

DIMENSION CJ(5),A(N,N)

uJ =0.
RKT = O,

DG 10 I = 1,N

REKT = RKT +C(I)*X(I)
DO 20 I = 1,N

CK(I) = X(I) * RKT
DO 25 I =1 ,N

CI(I) = 0.
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DO 35 J = 1,N ‘
35 CJ(I) = CI(I)} + C(J) * A(J,I)
) DO 36.I = 1,N
5 UJ = UJ + C(I) *B(I)

DO 30 I = 1,N

IF(CK(I).GT.0.10E-04) PSI(I}) = ALPHA(I)
C BETA EQUALS NEGATIVE OF ALPHA

30 IF{CK(I).LT. -.10E-04) PSI{I) = ~-ALPHA(I)
C WRITE{*,71) (CK{I),I = 1,N)
71 FORMAT (/3(2X,E10.3})
C WRITE (9,71) T,PSI(1),PSI(3)
UK = 0. .
DO 45 I =1 ,N
45 UK = UK -(PSI({I) * X(I)}
‘ DO 40 I = 1,N .
40 U(I) = (B(I) * UK) .
C WRITE(*,'{(A,3E12.5}") vty o= LT, U(2),U(S)
RETURN
END
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