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ABSTRACT: Since the invention of Information and Communication Technology (ICT), there has been a great shift 

from the erstwhile traditional approach of handling information across the globe to the usage of this innovation. The 

application of this initiative cut across almost all areas of human endeavours. ICT is widely utilized in education and 

production sectors as well as in various financial institutions. It is of note that many people are using it genuinely to 

carry out their day to day activities while others are using it to perform nefarious activities at the detriment of other 

cyber users. According to several reports which are discussed in the introductory part of this work, millions of 

people have become victims of fake Uniform Resource Locators (URLs) sent to their mails by spammers. Financial 

institutions are not left out in the monumental loss recorded through this illicit act over the years. It is worth 

mentioning that, despite several approaches currently in place, none could confidently be confirmed to provide the 

best and reliable solution. According to several research findings reported in the literature, researchers have 

demonstrated how machine learning algorithms could be employed to verify and confirm compromised and fake 

URLs in the cyberspace. Inconsistencies have however been noticed in the researchers’ findings and also their 

corresponding results are not dependable based on the values obtained and conclusions drawn from them. Against 

this backdrop, the authors carried out a comparative analysis of three learning algorithms (Naïve Bayes, Decision 

Tree and Logistics Regression Model) for verification of compromised, suspicious and fake URLs and determine 

which is the best of all based on the metrics (F-Measure, Precision and Recall) used for evaluation. Based on the 

confusion metrics measurement, the result obtained shows that the Decision Tree (ID3) algorithm achieves the 

highest values for recall, precision and f-measure. It unarguably provides efficient and credible means of 

maximizing the detection of compromised and malicious URLs. Finally, for future work, authors are of the opinion 

that two or more supervised learning algorithms can be hybridized to form a single effective and more efficient 

algorithm for fake URLs verification. 
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I.  INTRODUCTION 

In this new age, the fastest and the easiest way of sharing 

data, information and files is the World Wide Web (WWW). 

The www is, however, being used by hackers to send 

malicious attack in form of pharming, phishing, e-mail 

spoofing and malware infection to users’ computers and 

digital/electronic devices.  Phishing is a social engineering 

technique whereby electronic mail appears like a legitimate 

one coming from a renowned and reliable source. The 

fraudster will eventually use the information obtained in the 

process to commit atrocities on behalf the legitimate owner 

(Azeez & Venter, 2013). 

According to the Anti-Phishing Working Group (APWG) 

“the rate of phishing activity report for the 4th quarter of 

2016 indicates that the total number of unique phishing 

websites detected was 277,693 while the total number of 

unique phishing e-mail reports received by APWG from 

consumers was 211,032. It was estimated that 70% of 

Internet users have received phishing e-mails, out of which 

approximately 15%” has provided their personal information 

which was subsequently used for fraudulent activities 

(APWG, 2016). 

A report released by Cloud mark in 2014 indicated how 

internet fraudsters used Twilio to broadcast over 385,000 

spam messages through fake URLs. What is more? A media 

report was published by National Fraud Intelligence Bureau 

(NFIB) about the latest scams which was analyzed in 2016 by 

action fraud (Choudhary & Jain, 2017). Spammers are 

directing their nefarious activities to bank customers and 

many financial institutions by sending fake URLs to them 

requesting their bank details such as password and ATM pin 

number. If however, such a customer assumes the message is 

from the authentic source he will be a victim (Choudhary & 

& Jain, 2017).  
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Aside from the above, in 2016, Symantec Internet 

Security presented a report that elaborates various global 

threats pose by sending fake and compromised URLs to 

include corporate data breaches, various attacks on websites  

and browsers, corporate data breaches and other forms of 

fraudulent cyber behaviours. One of the approaches being 

used by cybercriminals is baiting the internet user to 

intentionally click on a compromised and fake URL in order 

to achieve any of the objectives stated previously (Symantec, 

2016). 

Blacklisting services have been developed by web 

security (Nureni & Irwin, 2010) community and researchers 

to specifically identify these fake, vulnerable and 

compromised URL as well as malicious websites (Azeez & 

Ademolu, 2016). These so called blacklists are developed by 

numerous approaches such as honeypots, manual reporting as 

well as web crawlers with website analysis heuristics. It is 

unambiguous that blacklisting of URL has been very helpful 

and effective to certain extent, it is however easy for 

cybercriminals to cajole and even deceive the system by 

modifying features of the URL string. Unavoidably, some 

fake and compromised sites are not blacklisted because they 

are new. 

Many researches in the past have handled these 

challenges from a Machine Learning point of view. They 

compiled a selected list of URLs that have been categorized 

as either legitimate or malicious and thereafter characterized 

each of the URLs through a set of specified attributes 

(Rokach & Maimon, 2008). Machine Learning algorithms are 

then applied to train and learn the boundary among various 

decision strata and classes.  This work addresses the 

verification and detection of compromised and vulnerable 

URLs as a classification problem and examines the 

performance of three popular classifiers, namely Na¨ıve 

Bayes, Decision Trees and Linear Regression (Azeez & 

Iliyas, 2016). Finally, the results obtained were properly 

studied and compared using recall, precision and f-measure as 

metrics (Nivedha et. al., 2017). This work is intended to meet 

the following objectives: 

A. To identify the host-based features and lexical features 

of a malicious URL 

B. To design a system to detect suspicious links in e-mails 

and notify users in order to protect them from falling for 

phishing attacks 

C. To determine which of the algorithms is best suitable for 

determining compromised and fake URLs by using 

standard metrics for measuring the performance of the 

learning algorithms (Naïve Bayes, Decision Tree and 

Logistics Regression Model). 

Having presented the introduction in Section 1, the rest 

of the paper is organized as follows: Section 2 discusses the 

set of related work in the subject domain addressed in this 

paper. Section 3 presents the methodology adopted. Section 4 

presents the three (3) algorithms considered and justification 

for their choice. Section 5 presents the experimental findings, 

and finally, Section 6 provides the conclusion. 

 

 

 

II. RELATED WORKS ALGORITHMS USED FOR 

COMPARISON 

Decision was reached on the three algorithms because of 

their popularity along with observable contradictory results 

obtained on them from previous researches (Vanhoenshoven, 

Napoles, Falcon, Vanhoof, & Koppen, 2016)(Choudhary & 

Jain, 2017). What is more, they can provide relatively good 

performance on the classification task in this work [21]. 

The dataset used was obtained from Irvine, California, 

United States (UCI) Machine Learning Repository. URLs 

from different mails were used to validate the models 

(Logistics Regression, Decision Tree and Naïve Bayes). The 

features extracted for classifications are thirteen (13) in 

number based on each URL. The software used is customized 

classification software by PHP scripting language with 

MySQL database. 

A.  Naïve Bayesian (NB) Classifier 

NB is a popular and one of the most useful learning 

algorithms for classification of text along the word 

frequencies. It is commonly used in spam filtering (Sahami, 

et al., 1998). 

Given a dependent class variable C with a small number 

of outcomes or classes which is conditional on several feature 

variables, each URL in an email is represented by a feature 

vector�⃗� = (𝐹1, 𝐹2, 𝐹3, … , 𝐹𝑛) where each of the property, 

𝐹1, 𝐹2, 𝐹3, … , 𝐹𝑛 is independent. A Naive Bayes classifier can 

be represented as follows: 

𝑃(𝐶 = 𝑐|𝐹1, … , 𝐹𝑛)

=
𝑃(𝐶 = 𝑐). 𝑃(𝐹1, … , 𝐹𝑛|C = c)

∑ 𝑃(𝐶 = 𝑘). 𝑃(𝐹1, … , 𝐹𝑛|C = k)𝑘∈(𝑠𝑝𝑎𝑚,𝑙𝑒𝑔𝑖𝑡𝑖𝑚𝑎𝑡𝑒)
      (1) 

The ‘‘naive’’ conditional independence assumes that 

each feature 𝐹𝑖 is conditionally independent of every other 

feature 𝐹𝑗  (𝑗 ≠ 𝑖) given a class C. Hence, 𝑃(𝐶 = 𝑐|𝐹1, … , 𝐹𝑛) 

can be computed as: 

(𝐶 = 𝑐|𝐹1, … , 𝐹𝑛)

=
𝑃(𝐶 = 𝑐). ∏ 𝑃(𝐹𝑖|C = c)𝑛

𝑖=1

∑ 𝑃(𝐶 = 𝑘). ∏ 𝑃(𝐹𝑖|C = k)𝑛
𝑖=1𝑘∈(𝑠𝑝𝑎𝑚,𝑙𝑒𝑔𝑖𝑡𝑖𝑚𝑎𝑡𝑒)

        (2) 

Where 𝑃(𝐹𝑖|C) and 𝑃(𝐶) can be easily calculated from 

the training samples. 

B.  Decision Tree l Algorithm 

Decision tree learning is majorly used in data mining to 

create a model for prediction based on several variables 

(Rokach & Maimon, 2008) 

Data comes in the form: 

(𝑥, 𝑌) = (𝑥1, 𝑥2, 𝑥3 … … … … … , 𝑥4, 𝑌)                   (3) 

“The dependent variable, Y, is the target variable that 

we are trying to understand, classify or generalize. The 

vector x is composed of the input variables, x1, x2, x3 etc., that 

are used for that task at hand” (Rokach & Maimon, 2008). 

C.  Linear Regression 

Regression analysis is a technique for modelling the 

relationship between variables (Campbell & Campbell, 2008 

). 

1. Assume two variables, x and y. Model relationship as 

y~x (that is, y =f (x)) as a linear relationship 
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       y = β0 +  β1x                                                     (4) 
1. Not a perfect fit generally; account for difference 

between model prediction and the actual target value as a 

statistical error ε 

y = β0 +  β1x + ε .  This is a linear regression model 

2. This error ε may be made up of the effects of other 

variables, measurement errors and so forth 

3.  x is called the independent variable (predictor or 

regressor) and y the dependent variable (response 

variable) 

4. Simple linear regression involves only one regressor 

variable 

5. if x is fixed, the random component ε shall determine the 

properties of y 

 

Kolter & Maloof (2006) explained the machine learning 

and data mining approaches for classifying and detecting 

malicious URLs whenever they occur unexpectedly and 

uncontrollably. The authors were able to collate “1,971 

benign and 1,651 malicious” executable and used n-grams of 

byte codes as a training example. The processing approach 

yielded over 255 million different n-grams. After considering 

the most useful and relevant grams for prediction including 

Naïve Bayes, decision trees, support vector machines, and 

boosting, they arrived at a conclusion that decision trees 

performed best of all other approaches under the ROC curve 

of 0.996.  

Embedding malicious URLs in e-mails is one of the most 

common web threats facing the Internet community today. 

Malicious URLs have been widely used to mount various 

cyber-attacks like spear phishing, pharming, phishing and 

malware. In an attempt to find solution to this challenge, 

Azeez and Ademolu (2016) explored how malicious links in 

e-mails can be detected from the lexical and host-based 

features of their URLs to protect users from identity theft 

attacks. This research uses Naïve Bayesian classifier as a 

probabilistic model to detect if a URL is malicious or 

legitimate. The Naïve Bayesian classifier is used to count up 

the occurrence of each feature in an email and calculate the 

cumulative score.    

In an effort to solve the challenge being posed by 

phishing in the cyberspace, Kirda and Kruegel (2005) 

developed AntiPhish. This is a mechanism that aims at 

preventing Internet users against any form of phishing attack. 

The system tracks information considered sensitive and 

quickly provide warning against divulging such information 

to any website that is considered unreliable (Azeez, Iyamu & 

Venter, 2011). 

Alnajim & Munro (2009) proposed anti-phishing 

approach for detecting phishing website tagged APTIPWD. 

This approach assists Internet users to differentiate between 

legitimate and phishing websites. It provides useful 

information to the end user to quickly recognize either a fake 

or genuine site. This approach is adjudged to be one of the 

best approaches for recognizing if a site is either of the two 

classifications. It is however difficult to implement and might 

seldom be browser dependent. 

An algorithm considered novel was proposed by Joshi, 

Saklikar, Das, & Saha, (2008). The objective of the work was 

to identify any forged website by firstly submitting random 

credentials before the real credentials in a login process of a 

website. A mechanism for analyzing feedbacks from the 

servers against the submitted credentials was also proposed. 

The aim of this was to determine through the credentials if a 

website is original or phished one. It is however observed that 

the technology is basically meant for a website that supports 

HTTP with both userid and passwords as credentials. The 

approach seems reliable and efficient but it is stressful to 

implement. 

Kan and Thi (2005), carried out classification of web 

pages without considering their content but by applying their 

URLs. The latter is considered faster as there is no delay 

when parsing the text and fetching the page content. The 

features used in their work, modeled various sequential 

dependencies between different tokens. They concluded that 

the combination of feature extraction and URL segmentation 

enhanced the classification rate over other techniques. Similar 

research was carried out by Baykanet. al., though, they 

trained different binary classifiers for each point. They were 

able to improve on the result of previous f-measure.   

Ma, et al., (2009) used the lexical and host-based features 

to detect malicious websites. Their approach could sift 

through numerous features and recognize the important URL 

metadata and components without demanding any domain 

expertise. They succeeded in evaluating up to 30,000 

instances with good and promising results, specifically, a 

very high classification rate of 95% - 99% and a low false 

positive rate. 

In (Ma et al., 2011) adopted online algorithms so as to 

handle many URLs whose feature evolve over a period of 

time. They developed a system to gather up-to-date URL 

features which was paired with a real-time feed of labeled 

URLs from a large mail provider. They reported a successful 

classification rate of 99% using confidence-weighted learning 

on a balanced dataset. 

In the work of Yukun et. al. (2019), attempt was made to 

detect any phishing webpages using URL and HTML. This 

was achieved by presenting a stacking model for quick 

detection. With this approach, lightweight URL and HTML 

features were designed and later introduced HTML string 

without making reference to the third-party services. The 

stacking model was achieved by combining LightGBM, 

XGBoost and GBDT which allows various models to be 

complementary. This approach is believed o produce a better 

performance for detecting phishing webpage. To evaluate this 

approach, tow datasets - 50KPD and 50K-IPD were used. The 

approach achieves 98.60% on accuracy (Yukun et. al., 2019). 

Having realized the fact that some of the existing 

approaches for preventing and detecting phishing are not 

reliable and efficient, Adebowale et. al., (2019) proposed an 

Adaptive Neuro-Fuzzy Inference System (ANFIS) based 

robust scheme using the combined features of text of 

legitimate and illegitimate websites, images, frames as well 

as associated artificial intelligence algorithms to develop an 
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integrated solution. 98.3% accuracy was achieved through 

this proposed solution (Adebowale et. al., in 2019). 

The semantic-based attack structure is very complex to 

determine the status of any webpage whether legitimate or 

illegitimate. Having realized this complexity as well as 

inefficiency in some of the anti-phishing solutions, Sahingoz 

et. al. (2019) proposed a real-time anti-phishing solution 

which adopts seven different machine learning algorithms 

and the features of natural language processing (NLP). The 

system has seven distinguishing features from the existing 

solutions. The performance evaluation of the system was 

tested via a newly constructed dataset. The results obtained 

from the comparative and experimental analysis reveal that 

the excellent and performance accuracy rate of 97.98% was 

observed in Random Forest algorithm with only NLP based 

features (Sahingoz et. al., 2019) 

 

III.    METHODOLOGY 

   Having established that three learning algorithms were 

used, the need to further explain the approach and the source 

of the dataset used is important. 

The dataset used was obtained from Irvine, California, 

United States (UCI) Machine Learning Repository. URLs 

from different mails were used to validate the models 

(Logistics Regression, Decision Tree and Naïve Bayes). The 

features extracted for classifications are thirteen (13) in 

number based on each URL. The software used is customized 

classification software by PHP scripting language with 

MySQL database. 

The source of the dataset used was from United States 

(UCI) Machine Learning Repository at 

https://archive.ics.uci.edu/ml/datasets/URL+Reputation while 

the size of the dataset is 496MB in MATLAB format. 

With Principal component analysis (PCA), the objective 

of reducing the dimensions of a d-dimensional dataset used 

by projecting it onto a (k)-dimensional subspace was 

achieved. With PCA, the most effective and reliable 

transformation of the current attributes via a linear 

transformation technique is easily located. It equally assists to 

reduce the volume of dataset to be processed and stored. It 

assists to improve the visualization process. It provides much 

clear interpretation of the data under consideration (Sasan et. 

al., 2013).  

The size of the training dataset used is 82MB while 

testing dataset is 150MB. Feature selection remains a 

complex and intricate issue when dealing with a dataset of 

numerous entries with uncountable attributes. In the dataset, 

features of an URL are tagged and coded as a set of binary 

attributes with each tallies to one of the likely value. When 

distributing a categorical value across dual binary attributes, 

it was noted that none of the attributes has detailed 

information about the feature except its value is 1. There is 

need to detect and identify those attributes with value of 1 as 

the most significant in categorizing an URL. The three (3) 

learning algorithms were implemented for the classification 

of the dataset extracted using MATLAB 2015 and the dataset 

was also exported as a file and downloaded to Mysql 

database with further training using customized PHP. 

 

IV. IMPLEMENTATION, RESULTS AND DISCUSSION 

 

The system is a web-based application, which classifies a 

URL as malicious or legitimate based on certain predefined 

features or covariates. Based on the predefined criteria, if 

anyone of the features is found in the URL, the system 

classifies the URL as malicious else it is classified as 

legitimate and the malicious and legitimate are updated in the 

database. 

Table 1: Naïve Bayes classification Algorithm. 

REPORT GENERATED FOR NAIVE BAYES (ID 3) ALGORITHM 

S
N 

URL _Name 55le
nght 

nohe
ader 

no_ip_a
ddress 

nod
ots 

a
g

e 

a
t 

perce
ntage 

ver
ify 

sec
ure 

acco
unt 

conf
irm 

sig
nin 

pas
sw

ord 

Proby
es 

Probn
o 

Proboutco
me 

1 https://www.tec
hmaish.com 

1 0 1 1 1 1 1 1 1 1 1 1 1 0.004
944 

0.000
642 

0.004944 

2 http://www.lnkd

.in 

1 0 1 1 0 1 1 1 1 1 1 1 1 0.004

944 

0.000

321 

0.004944 

3 http://www.shri

nkster.com 

1 1 1 1 0 1 1 1 1 1 1 1 1 0.001

648 

0.000

161 

0.001648 

4 http://yourls.org 1 1 1 1 1 1 1 1 1 1 1 1 1 0.001
648 

0.000
321 

0.001648 

5 http://scrnch.me 1 1 1 1 1 1 1 1 1 1 1 1 1 0.001

648 

0.000

321 

0.001648 

6 https://is.gd 1 0 1 1 1 1 1 1 1 1 1 1 1 0.004

944 

0.000

642 

0.004944 

7 http://w3t.org 1 0 1 1 1 1 1 1 1 1 1 1 1 0.004
944 

0.000
642 

0.004944 

8 https://www.po.

st 

1 0 1 1 1 1 1 1 1 1 1 1 1 0.004

944 

0.000

642 

0.004944 

9 http://u.to 1 1 1 1 1 1 1 1 1 1 1 1 1 0.001

648 

0.000

321 

0.001648 

10 https://bitly.com 1 0 1 1 1 1 1 1 1 1 1 1 1 0.004
944 

0.000
642 

0.004944 
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The verification of fake URLs using supervised learning 

algorithms (Naïve Bayes classification algorithm, Decision 

Tree and Logistic Regression) is based on repetitive and 

redundancy values have been implemented. Experimentation 

was carried out to determine the algorithm that has the 

highest maximal level of effectiveness, accuracy and 

efficiency. The tables below provide analyze into the three 

supervised learning algorithms by showing their performance 

evaluation. 

 

 

 

 

 

 

 

A.  Results 

1's and 0's are representations of results of each covariate 

or parameter from all the thirteen covariates or parameters 

that determined whether the status of the current URL is 

legitimate or not, yes or no, on or off, occurred or not-

occurred. 

 

 

 

 

Table 2: ID3 (Decision Tree) Algorithm Result. 

REPORT GENERATED FOR DECISION TREE ID3 ALGORITHM 

S

N 

URL _Name 55le

nght 

n

o

h

e

a

d

e

r 

n

o

_i

p

_

a

d

d

re

ss 

n

o

d

ot

s 

A

g

e 

a

t 

p

er

ce

nt

a

g

e 

v

e

r

i

f

y 

s

e

c

u

r

e 

account co

nfi

rm 

sig

nin 

pas

sw

or

d 

prob 

Highest 

prob 

Lowest 

prob 

Outcome 

1 https://www.techmaish.co
m 

1 0 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

2 http://www.lnkd.in 1 0 1 1 0 1 1 1 1 1 1 1 1 1 0 1 

3 http://www.shrinkster.com 1 1 1 1 0 1 1 1 1 1 1 1 1 0.9183 0.66667 0.9183 

4 http://yourls.org 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
5 http://scrnch.me 1 1 1 1 1 1 1 1 1 1 1 1 1 0.97095 0.95098 0.97095 

6 https://is.gd 1 0 1 1 1 1 1 1 1 1 1 1 1 1 0.9183 1 

7 http://w3t.org 1 0 1 1 1 1 1 1 1 1 1 1 1 0.98523 0.85714 0.98523 
8 https://www.po.st 1 0 1 1 1 1 1 1 1 1 1 1 1 1 0.95121 1 

9 http://u.to 1 1 1 1 1 1 1 1 1 1 1 1 1 0.99108 0.98386 0.99108 

 
Table 3: Logistic Regression Result. 

REPORT GENERATED FOR BINARY LOGISTICS REGRESSION ALGORITHM 

SN URL _Name 5

5

l

e

n

g

h

t 

N

o

h

e

a

d

er 

n

o

_

i

p

_

a

d

d

r

e

s

s 

n

o

d

o

t

s 

a

g

e 

a

t 

p

e

r

c

e

n

t

a

g

e 

v

e

r

i

f

y 

s

e

c

u

r

e 

a

c

c

o

u

n

t 

c

o

n

f

i

r

m 

s

i

g

n

i

n 

p

a

s

s

w

o

r

d 

Prob 

Low 

Prob 

High 

Prob Result 

1 https://www.techmaish.com 1 0 1 1 1 1 1 1 1 1 1 1 1 0.4417 0.5583 0.5583 

2 http://www.lnkd.in 1 0 1 1 0 1 1 1 1 1 1 1 1 0.4417 0.5583 0.5583 
3 http://www.shrinkster.com 1 1 1 1 0 1 1 1 1 1 1 1 1 0.4433 0.5567 0.5567 

4 http://yourls.org 1 1 1 1 1 1 1 1 1 1 1 1 1 0.4433 0.5567 0.5567 

5 http://scrnch.me 1 1 1 1 1 1 1 1 1 1 1 1 1 0.4433 0.5567 0.5567 
6 https://is.gd 1 0 1 1 1 1 1 1 1 1 1 1 1 0.4417 0.5583 0.5583 

7 http://w3t.org 1 0 1 1 1 1 1 1 1 1 1 1 1 0.4417 0.5583 0.5583 

8 https://www.po.st 1 0 1 1 1 1 1 1 1 1 1 1 1 0.4417 0.5583 0.5583 
9 http://u.to 1 1 1 1 1 1 1 1 1 1 1 1 1 0.4433 0.5567 0.5567 

10 https://bitly.com 1 0 1 1 1 1 1 1 1 1 1 1 1 0.4417 0.5583 0.5583 
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Table 4: Compared Run 1 Results 

FULL REPORT GENERATED FOR ALL THE THREE LEARINING ALGORITHMS OF THIS RESEARCH WORK 

  NAÏVE BAYES OUTCOME DECISION TREE OUTCOME LOGISTICS REGRESSION 

OUTCOME 

S

N 

URL _Name probyes probno proboutc

ome 

dec Low decHog

h 

dicOutco

m 

Log 

Low 

Log 

High 

Log 

Outcom 

1 https://www.techmaish.com 0.004944 0.000642 0.004944 0 0 0 0.4417 0.5583 0.5583 

2 http://www.lnkd.in 0.004944 0.000321 0.004944 1 0 1 0.4417 0.5583 0.5583 
3 http://www.shrinkster.com 0.001648 0.000161 0.001648 0.9183 0.66667 0.9183 0.4433 0.5567 0.5567 

4 http://yourls.org 0.001648 0.000321 0.001648 1 1 1 0.4433 0.5567 0.5567 

5 http://scrnch.me 0.001648 0.000321 0.001648 0.97095 0.95098 0.97095 0.4433 0.5567 0.5567 
6 https://is.gd 0.004944 0.000642 0.004944 1 0.9183 1 0.4417 0.5583 0.5583 

7 http://w3t.org 0.004944 0.000642 0.004944 0.98523 0.85714 0.98523 0.4417 0.5583 0.5583 

8 https://www.po.st 0.004944 0.000642 0.004944 1 0.95121 1 0.4417 0.5583 0.5583 
9 http://u.to 0.001648 0.000321 0.001648 0.99108 0.98386 0.99108 0.4433 0.5567 0.5567 

10 https://bitly.com 0.004944 0.000642 0.004944 1 1 1 0.4417 0.5583 0.5583 

11 http://cutt.us 0.001648 0.000161 0.001648 0.99403 0.97772 0.99403 0.4433 0.5567 0.5567 
12 https://themeforest.net/category/si

te-templates 

0.004944 0.000642 0.004944 1 0.97288 1 0.4417 0.5583 0.5583 

Table 5:  Compared Run 2 Results  

FULL REPORT GENERATED FOR ALL THE THREE LEARINING ALGORITHMS OF THIS RESEARCH WORK 

  NAÏVE BAYES OUTCOME DECISION TREE OUTCOME LOGISTICS 

REGRESSION OUTCOME 

sn URL _Name probyes probno proboutc

ome 

dec Low decHog

h 

dicOutc

om 

Log 

Low 

Log 

High 

Log 

Outco

m 

51 https://git.io 0.004944 0.000642 0.004944 0.89743 0.86401 0.89743 0.4417 0.5583 0.5583 
52 https://hec.su 0.004944 0.000642 0.004944 0.89049 0.85717 0.89049 0.4417 0.5583 0.5583 

53 https://shorte.st 0.004944 0.000642 0.004944 0.88359 0.85037 0.88359 0.4417 0.5583 0.5583 

54 http://www.ask.com 0.001648 0.000321 0.001648 0.87672 0.84361 0.87672 0.4433 0.5567 0.5567 
55 https://tldrify.com 0.004944 0.000642 0.004944 0.86989 0.83691 0.86989 0.4417 0.5583 0.5583 

56 https://tr.im 0.004944 0.000642 0.004944 0.86312 0.83026 0.86312 0.4417 0.5583 0.5583 

57 http://www.ShortLinks.co.uk 0.004944 0.000642 0.004944 0.85641 0.82366 0.85641 0.4417 0.5583 0.5583 
58 http://zypopwebtemplates.com/@@@

jkjkfnjfni 

0.001648 0.000321 0.001648 0.84975 0.81714 0.84975 0.4417 0.5583 0.5583 

59 https://www.gooyaabitemplates.com/b
logger-templates 

0.004944 0.000642 0.004944 0.84316 0.81068 0.84316 0.4417 0.5583 0.5583 

60 http://www.igbesa.com 0.001648 0.000321 0.001648 0.85995 0.82911 0.85995 0.4433 0.5567 0.5567 

61 https://dcrazed.com 0.004944 0.000642 0.004944 0.85366 0.82293 0.85366 0.4417 0.5583 0.5583 
62 http://www.webopedia.com 0.001648 0.000321 0.001648 0.86914 0.83989 0.86914 0.4433 0.5567 0.5567 

63 http://www.cisco.com 0.001648 0.000321 0.001648 0.88322 0.85534 0.88322 0.4433 0.5567 0.5567 

64 http://www.info.com 0.001648 0.000321 0.001648 0.89604 0.86942 0.89604 0.4433 0.5567 0.5567 
65 https://www.walmart.com 0.004944 0.000642 0.004944 0.89049 0.86394 0.89049 0.4417 0.5583 0.5583 

66 http://www.apple.com 0.001648 0.000161 0.001648 0.90239 0.877 0.90239 0.4433 0.5567 0.5567 

67 http://www.berkshirehathaway.com 0.001648 0.000161 0.001648 0.91324 0.88291 0.91324 0.4433 0.5567 0.5567 
68 http://www.mckesson.com 0.001648 0.000161 0.001648 0.92312 0.88598 0.92312 0.4433 0.5567 0.5567 

69 http://www.unitedhealthgroup.com 0.001648 0.000161 0.001648 0.93211 0.88805 0.93211 0.4433 0.5567 0.5567 

70 https://www.cvshealth.com 0.004944 0.000642 0.004944 0.92753 0.88137 0.92753 0.4417 0.5583 0.5583 
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Table 6:  Compared Run 3 Results.  
FULL REPORT GENERATED FOR ALL THE THREE LEARINING ALGORITHMS OF THIS RESEARCH WORK 

  NAÏVE BAYES OUTCOME DECISION TREE OUTCOME LOGISTICS 

REGRESSION OUTCOME 

SN URL_Name Probyes Probno Proboutco

me 

Dec 

Low 

Dechog

h 

Dicoutc

om 

Log 

Low 

Log 

High 

Log 

Outco

m 

101 http://corporate.comcast.com 0.001648 0.000321 0.001648 0.98403 0.84544 0.98403 0.4433 0.5567 0.5567 

102 http://www.target.com 0.004944 0.000321 0.004944 0.98218 0.84102 0.98218 0.4417 0.5583 0.5583 

103 https://www.jnj.com 0.004944 0.000642 0.004944 0.98026 0.83662 0.98026 0.4417 0.5583 0.5583 
104 https://www.metlife.com 0.004944 0.000642 0.004944 0.98286 0.84839 0.98286 0.4417 0.5583 0.5583 

105 http://www.adm.com/en-

US/Pages/default.aspx 

0.001648 0.000321 0.001648 0.98523 0.84565 0.98523 0.4433 0.5567 0.5567 

106 http://www.marathonpetroleum.co

m 

0.001648 0.000161 0.001648 0.98738 0.84281 0.98738 0.4433 0.5567 0.5567 

107 http://www.freddiemac.com 0.001648 0.000161 0.001648 0.98933 0.83989 0.98933 0.4433 0.5567 0.5567 

108 http://www.utc.com/Pages/Home.

aspx 

0.001648 0.000321 0.001648 0.99108 0.8369 0.99108 0.4433 0.5567 0.5567 

109 http://www.aetna.com 0.001648 0.000161 0.001648 0.99264 0.83385 0.99264 0.4433 0.5567 0.5567 

110 http://www.lowes.com 0.004944 0.000321 0.004944 0.9914 0.82993 0.9914 0.4417 0.5583 0.5583 

111 https://www.ups.com 0.004944 0.000642 0.004944 0.99008 0.82602 0.99008 0.4417 0.5583 0.5583 
112 http://www.aig.com 0.001648 0.000161 0.001648 0.9917 0.82304 0.9917 0.4433 0.5567 0.5567 

113 https://www.prudential.com 0.004944 0.000642 0.004944 0.99315 0.83376 0.99315 0.4417 0.5583 0.5583 

114 https://www.humana.com 0.004944 0.000642 0.004944 0.99199 0.83005 0.99199 0.4417 0.5583 0.5583 
115 http://www.disney.com 0.001648 0.000161 0.001648 0.99339 0.82701 0.99339 0.4433 0.5567 0.5567 

116 http://www.pfizer.com 0.001648 0.000161 0.001648 0.99463 0.82391 0.99463 0.4433 0.5567 0.5567 

117 http://www.dow.com 0.001648 0.000161 0.001648 0.99573 0.82078 0.99573 0.4433 0.5567 0.5567 
118 http://www.sysco.com 0.001648 0.000161 0.001648 0.99668 0.81762 0.99668 0.4433 0.5567 0.5567 

119 http://www.fedex.com 0.001648 0.000161 0.001648 0.9975 0.81443 0.9975 0.4433 0.5567 0.5567 

120 http://www.caterpillar.com 0.004944 0.000321 0.004944 0.99679 0.81101 0.99679 0.4417 0.5583 0.5583 

 
Table 7:  Compared Run 4 Results.  

FULL REPORT GENERATED FOR ALL THE THREE LEARINING ALGORITHMS OF THIS RESEARCH WORK 

  NAÏVE BAYES OUTCOME DECISION TREE OUTCOME LOGISTICS 

REGRESSION OUTCOME 

SN URL _Name probyes probno proboutco

me 

dec Low decHog

h 

dicOutc

om 

Log 

Low 

Log 

High 

Log 

Outco

m 

151 http://www.nike.com 0.004944 0.000321 0.004944 0.99921 0.78728 0.99921 0.4417 0.5583 0.5583 

152 http://www.3m.com 0.001648 0.000161 0.001648 0.99888 0.7842 0.99888 0.4433 0.5567 0.5567 
153 http://www.exeloncorp.com 0.001648 0.000161 0.001648 0.99849 0.78113 0.99849 0.4433 0.5567 0.5567 

154 https://www.21cf.com 0.004944 0.000642 0.004944 0.99805 0.78812 0.99805 0.4417 0.5583 0.5583 

155 http://www.deere.com/en_US/regi
onal_home.page 

0.001648 0.000321 0.001648 0.99757 0.78503 0.99757 0.4433 0.5567 0.5567 

156 http://tsocorp.com 0.001648 0.000161 0.001648 0.9981 0.79501 0.9981 0.4433 0.5567 0.5567 

157 http://www.timewarner.com 0.001648 0.000161 0.001648 0.99763 0.79201 0.99763 0.4433 0.5567 0.5567 
158 https://www.northwesternmutual.

com 

0.004944 0.000642 0.004944 0.99711 0.79847 0.99711 0.4417 0.5583 0.5583 

159 https://www.northwesternmutual.
com 

0.004944 0.000642 0.004944 0.99654 0.80457 0.99654 0.4417 0.5583 0.5583 

160 http://www.dupont.com 0.001648 0.000161 0.001648 0.99718 0.81382 0.99718 0.4433 0.5567 0.5567 

161 http://www.avnet.com/en-
us/Pages/default.aspx 

0.001648 0.000321 0.001648 0.99663 0.81087 0.99663 0.4433 0.5567 0.5567 

162 http://www.macysinc.com 0.001648 0.000161 0.001648 0.99604 0.80792 0.99604 0.4433 0.5567 0.5567 

163 http://www.enterpriseproducts.co
m 

0.001648 0.000161 0.001648 0.99671 0.81677 0.99671 0.4433 0.5567 0.5567 

164 https://www.travelers.com 0.004944 0.000642 0.004944 0.99613 0.82233 0.99613 0.4417 0.5583 0.5583 

165 https://www.pmi.com 0.004944 0.000642 0.004944 0.99552 0.82759 0.99552 0.4417 0.5583 0.5583 
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Table 8: Compared Run 5 Results.  
FULL REPORT GENERATED FOR ALL THE THREE LEARINING ALGORITHMS OF THIS RESEARCH WORK 

  NAÏVE BAYES OUTCOME DECISION TREE OUTCOME LOGISTICS REGRESSION 

OUTCOME 

SN URL _Name probyes probno proboutc

ome 

dec Low decHog

h 

dicOutc

om 

Log 

Low 

Log 

High 

Log 

Outcom 

201 http://www.cummins.com 0.004944 0.000321 0.004944 0.98047 0.82084 0.98047 0.4417 0.5583 0.5583 

202 http://www.altria.com/Pages/def

ault.aspx 

0.001648 0.000321 0.001648 0.97947 0.81818 0.97947 0.4433 0.5567 0.5567 

203 https://www.xerox.com 0.004944 0.000642 0.004944 0.98085 0.81739 0.98085 0.4417 0.5583 0.5583 

204 http://www.kimberly-clark.com 0.001648 0.000161 0.001648 0.97987 0.81475 0.97987 0.4433 0.5567 0.5567 

205 https://www.thehartford.com 0.004944 0.000642 0.004944 0.97887 0.81782 0.97887 0.4417 0.5583 0.5583 

206 http://www.kraftheinzcompany.c

om 

0.001648 0.000161 0.001648 0.97786 0.81519 0.97786 0.4433 0.5567 0.5567 

207 http://www.lear.com 0.001648 0.000161 0.001648 0.97683 0.81258 0.97683 0.4433 0.5567 0.5567 

208 http://www.jabil.com 0.001648 0.000161 0.001648 0.97828 0.82073 0.97828 0.4433 0.5567 0.5567 

209 http://www.supervalu.com 0.001648 0.000161 0.001648 0.97967 0.82848 0.97967 0.4433 0.5567 0.5567 

210 http://www.southerncompany.co

m 

0.001648 0.000161 0.001648 0.9787 0.82596 0.9787 0.4433 0.5567 0.5567 

 

Table 9: Compared Run 1 Results. 

FULL COMPARISON REPORT GENERATED FOR ALL 

THE THREE LEARINING ALGORITHMS OF THIS RESEARCH WORK 

SN URL _Name NAIVE BAYES 

OUTCOME 

DECISTION TREE 

OUTCOME 

LOGISTICS 

REGRESSION 

OUTCOME 

1 https://www.techmaish.com 0.00494384 0 0.5583 

2 http://www.lnkd.in  0.00494384 1 0.5583 

3 http://www.shrinkster.com 0.00164794 0.9183 0.5567 

4 http://yourls.org  0.00164794 1 0.5567 

5 http://scrnch.me 0.00164794 0.97095 0.5567 

6 https://is.gd 0.00494384 1 0.5583 

7 http://w3t.org 0.00494384 0.98523 0.5583 

8 https://www.po.st 0.00494384 1 0.5583 

9 http://u.to 0.00164794 0.99108 0.5567 

10 https://bitly.com  0.00494384 1 0.5583 

11 http://cutt.us 0.00164794 0.99403 0.5567 

12 https://themeforest.net/category/site-templates 0.00494384 1 0.5583 

 
Figure 1 Graphical Comparison of the outcome.  
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Table 10: Compared Run 2 Results. 

FULL REPORT GENERATED FOR ALL THE THREE LEARINING ALGORITHMS OF THIS RESEARCH WORK 

SN URL _Name NAIVE BAYES 

OUTCOME 

DECISTION TREE 

OUTCOME 

LOGISTICS 

REGRESSION 

OUTCOME 

51 https://git.io 0.00494384 0.89743 0.5583 

52 https://hec.su 0.00494384 0.89049 0.5583 

53 https://shorte.st 0.00494384 0.88359 0.5583 
54 http://www.ask.com 0.00164794 0.87672 0.5567 

55 https://tldrify.com 0.00494384 0.86989 0.5583 

56 https://tr.im 0.00494384 0.86312 0.5583 
57 http://www.ShortLinks.co.uk 0.00494384 0.85641 0.5583 

58 http://zypopwebtemplates.com/@@@jkjkfnjfni 0.00164794 0.84975 0.5583 
59 https://www.gooyaabitemplates.com/blogger-templates 0.00494384 0.84316 0.5583 

60 http://www.igbesa.com 0.00164794 0.85995 0.5567 

61 https://dcrazed.com 0.00494384 0.85366 0.5583 
62 http://www.webopedia.com 0.00164794 0.86914 0.5567 

63 http://www.cisco.com 0.00164794 0.88322 0.5567 

64 http://www.info.com 0.00164794 0.89604 0.5567 

 

 
Figure 2: Graphical Comparison of the outcome.  

Table 11: Compared Run 3 Results.  

FULL REPORT GENERATED FOR ALL THE THREE LEARINING ALGORITHMS OF THIS RESEARCH WORK 

SN URL _Name NAIVE BAYES 

OUTCOME 

DECISTION TREE 

OUTCOME 

LOGISTICS 

REGRESSION 

OUTCOME 

101 http://corporate.comcast.com 0.00164794 0.98403 0.5567 

102 http://www.target.com 0.00494384 0.98218 0.5583 

103 https://www.jnj.com 0.00494384 0.98026 0.5583 
104 https://www.metlife.com 0.00494384 0.98286 0.5583 

105 http://www.adm.com/en-US/Pages/default.aspx 0.00164794 0.98523 0.5567 

106 http://www.marathonpetroleum.com 0.00164794 0.98738 0.5567 
107 http://www.freddiemac.com 0.00164794 0.98933 0.5567 

108 http://www.utc.com/Pages/Home.aspx 0.00164794 0.99108 0.5567 

109 http://www.aetna.com 0.00164794 0.99264 0.5567 
110 http://www.lowes.com 0.00494384 0.9914 0.5583 

111 https://www.ups.com 0.00494384 0.99008 0.5583 

112 http://www.aig.com 0.00164794 0.9917 0.5567 
113 https://www.prudential.com 0.00494384 0.99315 0.5583 

114 https://www.humana.com 0.00494384 0.99199 0.5583 

115 http://www.disney.com 0.00164794 0.99339 0.5567 
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                 Figure 3: Graphical Comparison of the outcome.  

   Table 12: Compared Run 4 Results.  
FULL REPORT GENERATED FOR ALL THE THREE LEARINING ALGORITHMS OF THIS RESEARCH WORK 

SN URL_Name NAIVE BAYES 

OUTCOME 

DECISTION 

TREE 

OUTCOME 

LOGISTICS 

REGRESSION 

OUTCOME 

151 http://www.nike.com 
0.00494384 0.99921 0.5583 

152 http://www.3m.com 
0.00164794 0.99888 0.5567 

153 http://www.exeloncorp.com  
0.00164794 0.99849 0.5567 

154 https://www.21cf.com 
0.00494384 0.99805 0.5583 

155 http://www.deere.com/en_US/regional_home.page 0.00164794 0.99757 0.5567 

156 http://tsocorp.com  
0.00164794 0.9981 0.5567 

157 http://www.timewarner.com 
0.00164794 0.99763 0.5567 

158 https://www.northwesternmutual.com 
0.00494384 0.99711 0.5583 

159 https://www.northwesternmutual.com 
0.00494384 0.99654 0.5583 

160 http://www.dupont.com 
0.00164794 0.99718 0.5567 

161 http://www.avnet.com/en-us/Pages/default.aspx 0.00164794 0.99663 0.5567 

162 http://www.macysinc.com 
0.00164794 0.99604 0.5567 

163 http://www.enterpriseproducts.com  
0.00164794 0.99671 0.5567 

 

 
             Figure 4: Graphical Comparison of the outcome.  
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Table 13: Compared Run 5 Results.  

FULL REPORT GENERATED FOR ALL THE THREE LEARINING ALGORITHMS OF THIS RESEARCH WORK 

SN URL _Name NAIVE BAYES 

OUTCOME 

DECISTION TREE 

OUTCOME 

LOGISTICS 

REGRESSION 

OUTCOME 

201 http://www.cummins.com 0.0049438 0.98047 0.5583 

202 http://www.altria.com/Pages/default.aspx 0.0016479 0.97947 0.5567 

203 https://www.xerox.com 0.0049438 0.98085 0.5583 

204 http://www.kimberly-clark.com 0.0016479 0.97987 0.5567 

205 https://www.thehartford.com 0.0049438 0.97887 0.5583 

206 http://www.kraftheinzcompany.com 0.0016479 0.97786 0.5567 

207 http://www.lear.com 0.0016479 0.97683 0.5567 

208 http://www.jabil.com 0.0016479 0.97828 0.5567 

209 http://www.supervalu.com 0.0016479 0.97967 0.5567 

210 http://www.southerncompany.com 0.0016479 0.9787 0.5567 

211 http://www.nexteraenergy.com 0.0016479 0.98006 0.5567 

212 http://www.thermofisher.com/ng/en/home.html 0.0016479 0.9791 0.5567 

213 https://www.pnc.com 0.0049438 0.97812 0.5583 

214 http://www.nucor.com 0.0016479 0.97713 0.5567 

215 http://www.nucor.com 0.0016479 0.97853 0.5567 

 

 
    Figure 5: Graphical Comparison of the outcome.  

CONFUSION MATRIX FOR PROBABILITY OF < 0.6 as 0 and >=0.6 as 1 

Table 14: Probability of 0.5 Comparison Results of Confusion Matrix. 

THE CONFUSION MATRIX FOR THE THREE LEARINING ALGORITHMS OF THIS RESEARCH WORK USING BOUNDARY OF   0.6 

SN NAIVE BAYES ALGORITHM DECISION TREE (ID 3) ALGORITHMN BINARY LOGISTICS REGRESSION 

ALGORITHMN 

SN RECALL PRECISION F-

MEASURE 

RECALL PRECISION F-

MEASURE 

RECALL PRECISION F-

MEASURE 

0 0 0 0 0.31 0.9 0.461 0 0 0 
30 0 0 0 0.241 1 0.388 0 0 0 

60 0 0 0 0.633 1 0.775 0 0 0 

90 0 0 0 0.667 1 0.8 1 0.05 0.095 
120 0 0 0 0.733 1 0.846 1 0.045 0.086 

150 0 0 0 0.7 1 0.824 0 0 0 

180 0 0 0 0.8 1 0.889 0 0 0 
210 0 0 0 0.759 1 0.863 0 0 0 

240 0 0 0 0.833 1 0.909 0 0 0 

270 0 0 0 0.773 1 0.872 0.5 0.059 0.106 
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B.  Results Discussion  

The results presented in Table 4 represent the prediction 

result for the data verification at point ‘YES’ or ‘NO’ or point 

‘HIGH’ or ‘LOW’ and also the point of the outcome by the 

three learning algorithms using the first set of URLs which 

start from URL One (1) to Fifty (50). The compared results 

shown in Table 5 are the prediction for the data verification at 

point ‘YES’ or ‘NO’ or point ‘HIGH’ or ‘LOW’. Also, the 

point of the outcome by the three learning algorithms using 

the second run set of URLs which start from URL Fifty(50) 

to One Hundred(100). 

The compared results shown in the Table 6 are the 

prediction result for the data verification at point ‘YES’ or 

‘NO’ or point ‘HIGH’ or ‘LOW’.  This is the third run set of 

URLs which starts from One Hundred (100) to One Hundred 

and Fifty (150). The comparison results shown in the Table 8 

are the predictions for the data verification at point ‘YES’ or 

‘NO’ or point ‘HIGH’ or ‘LOW’. This is the fifth run set of 

URLs which starts from Two Hundred (200) to Two Hundred 

and Fifty (250). 

The result shown in Table 9 and its graphical 

representation in Figure 1 show the comparison outcome of 

the result from data one (1) to fifty (50). The result shown in 

Table 10 and its graphical representation in Figure 2 represent 

the outcome of the three learning algorithms obtained from 

tested fifty (50) to One Hundred (100) URLs. 

Figure 1 shows a graphical representation of the 

comparative assessment of the algorithms when fifty URLs 

were tested. Figure 2 shows a graphical representation of 

assessment results of the three learning algorithms when the 

number of URL was increased from fifty (50) to One 

Hundred (100). 

Figure 3 shows a graphical representation of assessment 

results of the three learning algorithms when the number of 

URLs was increased from One Hundred and One (101) to 

One Fifty (150). Table 11 and its graphical representation in 

Figure 3 show the outcome of the three learning algorithms 

obtained from the tested URLs. Table 12 and its graphical 

representation in Figure 4 show the outcome of the three 

learning algorithms resulted from One Fifty-One (151) to 

Two Hundred (200) URLs. Table 13 and its graphical 

representation in Figure 5 show the comparative assessment 

outcome of the three learning algorithms obtained when URL 

was increased from Two Hundred and One (201) to Two 

Fifty (250). 

The result shown in Table 14 and its graphical 

representation in Figure 6 show the confusion matrix for the 

probability of result < 0.6 as 0 and result >= 0.6 as 1 for the 

three learning algorithms. The objective is to know an 

algorithm with the best level accuracy. 

 

 

V.  CONCLUSION AND FUTURE WORK 

The evasion of anti-spam filtering techniques is made 

possible by hackers through embedment of fake URLs in the 

content of electronic mails.  The malicious actions of hackers 

have undoubtedly caused several monumental economic 

damages to many financial institutions. The numerical values 

obtained after experimentation and the corresponding 

statistical interpretation imply that the differences among the 

methods used are very significant hence the need to identify 

the best. The status and ranking of each of the methods as 

depicted in Table 14 can be taken as the best, correct and 

important rating in terms of recall, precision and f-measure.  

Decision tree (ID3) algorithm appears to be the most 

appropriate classification for the problem followed by Binary 

Logistics Regression algorithm. Based on the confusion 

metrics measurement, the result obtained shows that the 

Decision Tree (ID3) algorithm achieves the highest values for 

recall, precision and f-measure. It unarguably provides 

efficient and credible means of maximizing the detection of 

compromised and malicious URLs. Finally, for future work, 

authors are of the opinion that two or more supervised 

learning algorithms can be hybridized to form a single 

effective and more efficient algorithm for fake URLs 

verification and detection. 

 

 

 

 

 
        Figure 6: Graphical Comparison of results for probability of 0.5. 
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