Simulation of Ionospheric Irregularities on
/2:',‘*' Transionospheric Radio Systems for the Enhancement
of Safety in the Aviation Industry : |

*-ﬁr ‘

ii_*-» = By -
e AKALA, Andrew Oke-‘Ovie
& Matric No. 029076033

A Thesis Submitted to the School .of Postgraduate Studies, University of

,'-I Lagos, Akoka, Lagos, Nigeria in Partial Fulfillment of the Requirements
~ .. for the Award of Doctor of Philosophy (Ph.D) Degree in Applied Physics
e (Ionospheric and Radio Propagation)  °
v E Department of Physics
"1’
t, Umversnty of Lagos
i { Akoka, Lagos
]
o
December, 2009



,
il I‘.“

B

SCHOOL OF POSTGRADUATE STUDIES

UNIVERSITY OF LAGOS

CERTIFICATION,
This is to certify that the Thesis:

“SIMULATION OF IONOSPHERIC IRREGULARITIES ON
TRANSIONOSPHERIC RADIO SYSTEMS FOR THE ENHANCEMENT OF
SAFETY IN THE AVIATION INDUSTRY”

School of Postgraduate Studies

For the award of the degree of

Submitted to the

University of Lagos

DOCTOR OF PHILOSOPHY (Ph. D)

is a record of original research carried out

AKALA, ANDREW OKE-‘OVIE
In the Department of Physics

AkpLA, ANDREY Ore-OVIE
AUTHOR’S NAME

15T SUPERVISOR’S NAME

b Ab A-fld/nyra,

2"P SUPERVISOR’S NAME

h’.’:" E-e gGVWQ\\‘FL—

3*P SUPERVISOR’S NAME

Prg 7 0. Draeg o
15T INTERNAL EXAMINER

Vr-€ A Adeta

2P INTERNAL EXAMINER

Do db Zbw

EXTERNAL EXAMINER

A etz DA

SPGS REPRESENTATIVE

By

4%1 """
SIGNATURE

SIGNATURE

;x:"""\"ch'—gcé’“

-

SIGNATURE

SIGNATURE




APPROVAL
This is to certify that AKALA Andrew Oke-‘Ovie carried out the entire work described in this
thesis under our supervision in the Department of Physics (lonospheric and Radio Propagation

Option), University of Lagos, Akoka, Lagos, Nigeria.

e

et
Dr J. Akinrimisi (late) Dr A. B. Adeloye
Major Supervisor Major Supervisor
Dr E. O. Somoye Dr (Mrs) D. O. Olorode
Co-supervisor ! Ag. Head of Department

ii



e . |
_L o DEDICATION
This thesis is dedicated to ALL lives that have been lost to aviation disasters in Nigeria.
t
' ] 1
El a
e
¥y
i ' '



3o

a

s
<

ACKNOWLEDGEMENTS

[ thank God for His mercy and protection throughout the period of this research. My

- -

sincere thanks go to my supervisor, Dr J. A. Akinrimisi (late) for his guidance and
painé;taking effort in reading my reports. it is painful that death has decided to.snatch
you away from me when 1 needed you most! indeed, epiiome of humility and

embodiment of knowledge is gone. Rest in the bosom of our Lord Jesus Christ.

I express special thanks. to the Postgraduate Committee of the Departn;ent of Physics,
Univérsily of Lagos for coming to my aid while the need to fill the vacuum that was
created by the demise of my supervisor arose. This Commitiee ;gppointed Dr A. B..
Adeloye and Dr E. O. Somoye as my supervisors, and the duo démonstrated high

level of dexterity in.reviewing my thesis at a very short time. .This effort and

guidance is acknoWledged with unreserved gratitude.

At times, we experienced huddles before seeing light at the end of the dark tunnel. At

these points, many colleagues (home and abroad) gave us encouragements. The

‘magnanimity of Dr L. L. N. Amaeshi in exposing me to useful literature must be

mentioned. 1 am very much indebted to Dr Patricia Doherty (Dircctor) of the Institute
for Scientific Research, Boston College, Boston, Massachusetts, USA', and other two |
of her colieagues at the Institute, Dr Charles Carrano {formerly with A_tmbspheric and
Environmental Research Inc, Lexington, Massachusetts, USA) énd Dr Cesar

Valladares for their useful guidance and contributions to the aviation application
- - " '

segment of this research. Dr Carrano reviewed this segment over two times, and also

iv



provided the TEC records from Nairobi, Kenya and scintillation records from
Ascension Island. He created contact on our behalf with Dr Ronald Woodman of
Jacamarca Radio Observatory, Peru for the provision of the spre"adf records. Special
thanks are also due to Dr Todd Walter and Dr Jiwon Seo of the Dtlapartmcm of
Aeronautics and Astronautics, Stanford University, Stanford, Calii‘omia, USA for
graﬁting the permission to use scintillation records that they acql:jired sometimes ago
by Garmin 480 WAAS receiver from Sao Jose dos Campos, Bfazil. I acknowledge
with gratefulness, all the useful discussions on numerical methods with Prof. J. A.
Adepoju of the Department of Mathematics, Univeréigy,bf Lagols‘. 1 also appreciate
the guidance rendered by Dr L. O. Chukwu of the Departme.'ntlof Marine and
Fisheries, University of Lé;gos during the preparation and compilation of this.thesis.

The useful comments ‘and corrections on this thesis by Prof. J. 0. Adeniyi of the

Department of Physics, University of Ilorin is acknowledged with gratefulness. .

These acknowledgements will not be adequate if I refuse to thank the former Head of
Departmént of Physics, Dr E. A. Ayolabi for his encouragemént towards the
successful completion ‘o:f my work. Special thanks are also due to the;_pr'esent Head of”
Department, Dr (Mrs) D. O. Olorode for her support towards my final viva. |1 thank
all my senior colleagues in the Department, Drs. M. A. C. Chendo,.}E.l 0O Oyeyemi,
B. S Badmus, H. O. Boyo, K. F. Oyedele, L. Adeoti and all other stafl of the

Department that supported us in one way or the other.

1



oY
5

v

In course of this rlgsea-lrch, some agencies supported us with ‘éravel grants to attend
conferences. | am indebted most of all to the management of the University of Lagos
for the iGraduate F(I;Ilowship Award (two times) and for the lrai.'e:lI grant to attend the
Institute of Navigation Conference (January, 2009) in California. Prof. (Mrs.) M. O.
Ogunlesi, Deputy Vice Chancellor (Academic & Research), Un'iv;'_rsity of Lagos was
instrumental to the speedy approval of this grant. | thank _thé spbnsors of the
International Heliophysical Year (IHY) _'Workshop (Noyember, 2008) held in Erugu,
Nigeria for supporting us with grant to attend the meeting.

At this Juncture, | must express my profound gratitude to my parents for their support
from my first day in scl:tool till date. Finally, my deepest apprécilation goes 1o my
wife, Salome Akala fér her understanding and perseverance duril.?g this long process.

1 must apologize to all that heilped us in one way or the other but whose names have

been omitted in these acknowledgements. Please, it is an oversight! '

i

vi



&

ABSTRACT

This thesis highlighté the role that transionospheric radiol p'ropaéation {(with
particular interest on global positioning_ system (GPS)) p;ays in‘i-.'é"r.ihanciﬁg aviation
safety. The ionosphe;e over equatorial latitudes is charaéle;izéd with high
dynamicis {(irreguiarities) t.hat may challenge the _pe_rformance Of @ransionospheric

radio system, especially on phenomenal days. The objectives of this work are to:
investigate how ionospheric irregularities grow and evolve, and thereafter assess
their potential consequences on transionospheric radio system; develop mitigation
strategies to reduce effects of ionospheric irregularities on systerﬁstperformances;
elucidate operati‘;na] principles of GPS using numerical approacil, with a view to
assisting future modeliné efforts; and finally design a robust saﬁ%ty technique for

aviation industry using GPS-based initiatives.

k

The methodology follows two approaches: (i) mathe;m'atical modeling, and (ii)

14

analyses of experimental observations. The growth and evolution of ionos_pherib

k

irregularities is investigated from nonlinear dynamics per:i];e(:.tive, aﬁd revealed to
have bifurcation patterns. This was thereafter explained to have fingtgrprclal?’le
correlations with scintillations. The model result shows good agreement with
experimental observations obtained by previous workers. The phase sl:reen model -
part of this study concludes that sustainability of transmission coherency depends

on {i) centre frequenc'y of propagation, and (ii) extent of fluctuations

(scintillations) in the ionosphere.
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Measured ionospheric data at different stations within the equalﬁrial anomaly _
region dunl_ing solar maximum and solar minimum are analyzedl‘ and .interpreted.
The analyses lead to conclusions that the impaéls of scintillatioil on GPS-based
navigation system can only be hazardous when too many salglli;.es’ channcls
(Icaving less than four) are lost (o deep fading (greater than 22dB-H7:) at exacl; the
same tix;e. |
However, for the overall reliability and robustness of navigation sy}stems in event
of anomalous scintillation conditions which may give rise to simultaneous deep
fading on too many satellites’ channels, the study supgests that ’liﬁtendéd GPS
avic)nicslfor transequatoriallﬂighls should be enhanced 0 cope with fading of dver
25dB-Hz. The study also indicates that short re-acquisition time of 10 seconds or
less, which corresponds té) the International Civil Aviation Organizat'ion’s (l(‘ZAO)
requirements for all precision approach categories is necessary,_ for optimal
receiver’s tracking capabﬁiiity. : .: e,
The underlying principle of operations of GPS is presented. Under a clear view,
uniquely‘ positioned GPS receivers have direct line of sight (LOS) with four to
twelve satellites. A software code in FORTRAN language ‘tha;t reduces
superfluous variables to a systém of four variables by multidimensiqna] Newton-
Raphson method and finaily solved by Gaussian elimination approach .tlo .provide

the navigation solution was developed.

viii
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Lastly, the study is applied to enhance aviation safety by designing a GPS-driven
airspace availability optimization technique whereby airplanes can be flown at:
minimum multilateral separations, reduced emissions and efficient scheduling.

Also, a robust aeronautical search and rescue mechanism is developed with

background of the Nigerian airspace in grid calibration mode for easy referencing

during emergencies. .
r
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CHAPTER ONE

1.0 INTRODUCTION

1.1 Background to Study i

The application of transionospheric radio propagation in enhancing safety in the
aviation sector has continued to be a subject of di:scussilon within the aviallion
communily in recent times. The Federal Aviation Admin.is:iratlion {(FAA) of the United
States and Euro'pean Space Agency (ESA) of Europe ha;ve supported series of
research efforts in order to improve the performance of this technology in the pasl
few years (Van Dyke, 2001; Doherty et al., 2002; and 2004). , |

One fundamental problem that has been noted to be a challlenge to this technology
is the scintillation effect that such radio wave suffers as it traverses ’the ionosphere
(McClure, 1964; Elkins and Papagiannis, 1969; Rufenach, 1972; Whitney and Basu,
1977; Basu and Kelly, 1979; Serafim, 1980, Aarons, 1982; Yeh and ILiu, 1982;
Groves et al., 1997; Wernik ct al., 2003; (_1e-.Paula et al,, 20_03; Dandekar and Groves,
2004; Kintner and Ledvina, 2005; and Ray et al,2006). Both phase and amplitude of
radio "wave fluctuate as it passes through ionospheric{ ‘inegu]érities- These
irregularities introduce stochastic features on the electrons, cati:sing them to behave as
scatterers to transient waves (Kelly, 1989; and Rama Rao et al., 2006), even at GHz
frequency, before they are finally diffracted to free space ;.be‘low the ionosp‘lfere.
Levels of scintillations suffered by transionospheric radio waves are ﬁsually further
complicated by the geographical location of the link, with the ;worst effect around the
equatorifil anomaly region-around the geomagnetic latitude wllwre Nigeria is located

(Aarons, 1982). Other potentially active regions are the aurora and polar cap latitudes
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(Yeh et al., i97§; and Brown ét al., 1998). Scintillations alsol. undergo diumnal,
seasonal, solar cycle (Koster, 1963; and Rama Rao et al., 2006) and geomagnetic
storm time variations (Singleton, 1968; 1977; and Gherm et al., 2005). Although,
scintillation is not too frequent in the mid-latitude region, it p;:"_)rt_ends hazard to
application of transionospheric radio systems in terms of ava'ilabilfity and continuity
of service in equatorial region (Seo et al., 2007). |

Previous studies on scintillation theories (Yeh and Liu, ]98.2;‘ :Yeh et al., 1975;
Groves et al., 1997; and Wemnik et al., 2003), have related observed signal statistics to
the statistics of ionospheric density irregularities. Conseqqently, adequate
understanding of the formation and evolution of these ir;égularilies ;is a sine-qua-non
for proper solution of the problem of scintillation (Calvert and C;ohen, 1961; and
Woodman and La Hoz, 19706).

One of the emerging applications of transionosphe_r_jc radio pri_(;pggation _Esl the
Global Positioning System (GPS). Historically, (}PS technology s}qart[ed as far back as
1973 but declared operational by the US Department of Dj:{gncé (/Do'[?) i:l 994, ;ﬁer
successful inauguration of reliable constellation (Tsui, 2000; Kinin;r lf'et al., 2001; and .
Kintner and Ledvina, 2005). It was originally l.intended for Defence purposes: to
provide range for the military at any point on the carlh §urface at g;i times (Davies
and Smith, 2000). Globally, territorial conflicts are being drastically réduced b-y- peace
campaigns, and this has led manufacturers of GPS to extend the' scope olf their
procliuction by inc!uding civil society on their production lists. Toda_).‘/l, %]PS system has
found ubiquitous civiliar;/sci.tznti'ﬁc applications, ranging from navigation solution,

(including intended application for precision navigation), probing. the earth’s
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ionosphere, and in mapping tectonic movements on a finer scale than hitherto

-

conceivabl.e (Kintner, 1999). GPS receivers appear as hand-h(%.ld units, built )into cars,
mobile phlones, airplanes, ship, etc.

GPS technology is made up of three segments: (i) the spac:é segment comprises of
the satellite, signals and the medium of propagation. The har&lw_are unit of the space
segment consists of a constellation of twenty-four sate!lilcs th:;it are posi-ti'oned on s;x
orbits so that each orbit accommodates four satellites. Each orbit makes‘a 55" angle
with thé equatorial plane. The radius of the sateilite orbit is 26,560 km and it rotates
around the earth twice in a side-real day (Hofmann-Wellenhofiet al., 1997; and Tsui,
2000). GPS satellites broadcast on two dedicaled carrier frequencies; L1: 1.57542
GHz and L2: 1.2276 GHz (Leitinger, 1989; and Brown et al, 1998), which are
spectrum modulated (Code Division Multiple Access: CDMA) so that satellites are
distinguished by their pseudorandom noise (PRN) numbe:rs (Carrano and Groves,
20006; angi Carrano, 2007), (ii) the control segment controls the satellite, including
their orbits and opemtioné, and (i) the ground segment, basi;cally made up of the
receiver, otherwise the user.

As a radio navigation system, a GPS receiver sh;)uld have a direct line of sight
(LOS) and be able to receive signals from four to twelve sate_!_fli_i_es (Carrano and
Groves, 2006; and Carrano, 2007) under clear view, at any time %p_q any location on
the earth. The underlying challenges on operations of GPS are: (if_) How the receiver

knows the location of the satellites, and (ii) how pulses are created and sent to the

> a i
< =

receiver for the onward determination of the user’s position. These challenges are
) . 1e58 ‘

addressed in this study. It is important to mention that deep signal fading, caused by
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scintillation can lead to loss of lock of the carrier tracking loop in the GPS receiver.
GPS avionics use phase data to estimate position. If a signiﬁcaqt number of carrier
tracking signals lose lock simultaneously, navigation service delivery will be

hindered until the system re-acquires a sufficient number of Isignals. Figure 1.1

shows how scintillation events can impose hazards to air navigation.

R 0
L R E

\ o
: 4«—-

\ \ Scmtlllanon Patches

Simultaneous
Loss of Satellites

Figure 1.1: Potential Hazard to Air Navigation due to Ionospheric Scintillation
This thesis also simplifites the underlying principles of GPS operations,

especially as to how it determines the position of its user. To further elucidate the

computational framework, the study simulated with arbitrarily chosen input

parameters, a case of eleven satellites that are being tracked by a receiver and the

position of the receiver were consequently determined. '



Under experimental observations, the study analyzed :some ionospheric
observables measured at some stations within the equatorial (Applcton) anomaly and
concluded that scintillation is a post sunset event, and that it could be hazardous to

GPS-based air navigation service delivery when intense and impacted simultaneously

P =

on lock system of signals from too many satellites. It must be mentioned that these
stations have close ionospheric characterization with the Nigeria environment, being

co-located within the Appleton’s anomaly.

+
'

One of the challenges inherent in the use of GPS for aviation application is the

need to ensure user integrity in the face of unbounded array!of possible satellite

| failures (Viarrsson et al., 2001). This failure, which is ofien cgused by scintiilation

results to adverse consequences on service integrity. The Intgmﬁtional Civil Aviation
Organization (ICAQ) Standards and Recommended Practices for Global Navigation
Satellite System (GNSS) spells out that availability must be within 99.999% to 100%
for aII. categories, and iiﬁ](: for continuity is 10 seconds for abproach with vertical

guidance-l (APV-I} and 6 seconds time to alert for approach with vertical guidance-il

e

(APV-11) (ICAO, 2000; and Van Dyke, 2001), same for CAT, [ precision approach
(instrument guidance dowh to decision height of 200 ft (60m)), and just 2 seconds for
CAT I/l precisioﬁ approaches (instrument guidance down to decision height of ]00
ft (30m)) (Viarrsson et al., 2001). In other words, GPS avionics must be able to alert
pilots of impending failure within this time limit so as té execute an alternative
approach, or ¢lse, the system must be ready to acquire the _s_a_téllite back (continuily}
before the elapse of this time. _ \ |

1
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At the end, the study applied 'GPS-based initiatives to deveiopﬁ l;.vo mechanisms of
enhancing aviation safety in Nigeria. (i) a GPS-driven technique that will mitigate
over-bearing effects of management of large traffic on air traffic systems and, (ii) a _
robust aviation search and rescue (SAR) mechanism for e:achlt state of the world,
which may also be E)pe(able by two neighbouring states on bilateral understanding.
1.2 Statement of 'th'e Problem

lonospheric  irregularities have been found to im}E)act severely on

{
transionospheric tadio signals (communication and navigation system) (Mannucci

et al., 1998; and Aqu_ino et al., 2002). Therefore, understanding the physics,of
ionospheric irregularities is sine-qua-non to the problem of transionospheric radio
systems. Also, it has been known that a GPS receiver mus:t view at least four
satellites before correct navigation solution can be obtained. In situations where the
recciver is in view of many satellites, the receiver must reduce the sgpcrﬂuous
variables to four variables for onward determination Vof the useir’s position. In recent
times, all over the world, volume of air traffic in. the sky has\_increazfaed
tremendously, leading to over-bearing impact on ex’isling-‘infrastructure. Many
limes;, controllers are lefi with the only option of managing traffic on first come,
first served basis: stack and hold airplanes at low altitudes g;n arrival, or at times
diverted, only lol be given slots to land in turns. The conseduential effects of this
pattern are: fuel wastage, environmental pollut'ion, a_ﬁd inefféctive ﬂi;;ln
scheduling. Other worrisome in(;idents in the past are the situations where airplanes
- |

are declared missing in an airspace, only 1o be located aft?r many days when al}

occupants have perished, or in some worse situations, not seen at all; even when

L)
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seen on time, mobilization and coordination of emergency resources is ollen very -
poor. !
1.3 Aim and Objectives of Study

Overall Aim of Study:

-

The aim of this work is to employ lransionosphe’rié radiof-propag;ation |n
cnhancing aviation safety by first of all exploring challenges that ionospheric
dynamics may impose on such system, and thereafter develop mit;gation strategies
for optimal performance.

Objectives {;f Study: i
1. To investigate the formation dnd evolution of ionospheric iﬁegulafities using

non-linear dynamics model. ,
2. To assess the potentiél consequences of these irregularities on transionospheric

radio signals, with p::articular emphasis on equatorial latitudes, and thereafler

develops mitigation strategies to reduce the effects of thei irregularities on
systems’ performances.

3. To elucidate the()relica.l operations of Global Posilidning System (GPS) using
numerical approach.

4. To design a robust safety mechanism for aviation industry in Y.I\Iigeria using

i’

GPS-based technology.

1.4 Research Questions P
i. How are ionospheric irregularities formed and evolved?
2. What are the consequences of these irregularities on communication and

navigation (GPS) systems. Are there possibilities of mitigating the effects of



%j‘ these irregularities on systems’ performances?

3. What are the basic opera{ional principles of GPS? How does GPS receiver

t

determine the position of its user? How are pulses created and sent to the
receiver for onward determination of the user’s position? ;

4. How can an efficient and robust aviation safety (traffic management system;

scarch and rescue (SAR) mechanism) be designed using GPS-based technology.
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' CHAPTER TWO B
2.0 LITERATURE REVIEW

2.1 The Earth’s Atmosphere

The atmosphere of a planet is the gaseous envelop that surrounds it and revolves
with it. For the planet earth, it has a mass of about 5.1 5x10° tons held together by
the .earth’s gravitational attraction (Budden, 1985). The proportion of gases
excluding ‘water vabour is nearly uniform up to approximately 80km above the
earth’s surface. The 1;1aj0r components of this region by vélume fire-oxyg‘cn (21%),
nitrogen (78%) and argon (0.93%). Small traces of other gases are also present. The
atmosphere is divided into several concentric spherical strata separated by narrow
transition boundaries (Kelly, 1989). The uppermost boundary at which gases
disperse into space lies at an altitude of approximately 1000km ab;ove sea level.

The closest layer to. the earth surface is the troposphere »\;hich also has the
largest percentage of the atmospheric mass. Followed by it is the stratosphere which
has an altitude between 10-50km. Next to the stratosphere is th{:a mesosphere with
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an altitude that extends about 80km. After the mesosphere is the thermosphere with
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an altitude of 100-200km. At this extreme altitude, gas molecules are widely

separated, creating lesser collision regimes. The exosphere is the outermost region

of the earth’s atmosphere (Davies, 1990). Within the exospliere, atoms follow

ballistic trajectories and rarely undergo collisions because the density of atoms is
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very low. The exosphere begins at approximately 500km altitude and extends
outwards until it has a transition with interplanetary space at anialt_itude of roughly

10000km (Budden, 1985).

o



&)

The part of the earth’s atmosphere that is fully ionized above about 60km where
free electrons exist in numbers sufficient to influence the travel o;f radio waves is
known as th_e jionosphere (Rishbeth and Garriot, 1969; Ratcliffe, .]9l72; and Beer,
1976). Near the grou.nd, the air is almost unionized and its electrical conductivity is
negligibly small, because the ionizing radiations have all been usedl up at greater
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heights. When any part of it is in equilibrium, its state is controlled by the earth’s
gravitational field so that it is a horizontally stratified system. Although, it is never
in complete equilibrium, gravity has a powerful controlling effect up to about
1000km from the ground (Budden, 1985; and Thomas et al., 200 l:). The molecules
of neutral atmosphere have an electric polarizability which means that the refraclii:'e
index for radio waves is very slightly gréater than: unity (1 .0026)‘ near tﬁe ground.
Thus‘, the neutral air refracts radio waves slightly. |

Incoming ultraviolet ._radiation and x-rays from the sun ionizé the atmosphere.
At greater heights of the order of a thousand kilometers or moy;e, the medium is
almost fully ionized, but so tenuous that the ion and electrons concentrations arc
small. Jordan and Balmain (1978) described the exiétéﬁc}i,ﬁf the ii)ﬂ(‘)sphere in form
of a layer.on the following basis; at great he'ights, the ionizing qadiations are very
intense, but the atm_ospher‘e is rare and there are few molecules present to be
ionized. Therefore in this region, the ionization density is very low. As the height
decreases, the atmospheric pressure and ionization density increase until a height is
reached where the ionization density is maximum. Below this- height the
almospher:ic pressure continues 1o increase, but ionization Idénsity decreases
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because the ionizing radiation has been absorbed or used up in the process of
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jonization. The existence of layers within a region is accounted for by the fact that

f

the atrﬁospherc is a mixture of several gases that differ in their susceptibility to the

ionizing radiations, and so produces maximum ionization at different altitudes
=

(Becer, 1976; and Budden, 1985). :

The height where maximum ionization occurs depends on the—absorption

cocflicient of the air for the ionizing constituents of the sun’s radiation and on the

mechanism by which ions and electrons are removed. Different ionizing
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constituents give maxima at different heights. Thus, there are §2Vera] difTerenit
ionospheric layers of ionization. The principal ones are the D layer at altitude less
than 90km, E layer at about 100km and F layer at about 300km %I(Rishbelh and
Garriot, 1969;land Ratcliffe, 1972). Although the number and heig;n. of the layer
vary in time, the E and F layers have permanent existence which makes possib‘I'é
radio communication by principle of reflection. The D layer is presént énly during
the day,'although, it does not normal'ly reflect high frequency waves, its presence
decreases the intensity of signals reflected from th_e higher layers. Other layers
within the E region that do not have permanent existence are called the sporadic E
layer (Eg). '
2.2 Layer Formation Theory and Loss Processes

For better appreciation of the reflective properties o.f the ionosphere-on radio
waves, il is necessary to -'know how the rale of electron production depends on
height above the ground. To study this, some assumptions must be made about hm:v
ionospheric layers are formed. In doing this, Cha'pman. (1931) assumed that the
jonosphere is isothermal, and horizontally slﬁliﬁe&. Also the mdia’fion falling on
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the ionosphere from the sun is assumed to be monochromatic. When this radiation
is absorbed in the atmosphere, it heats it, dissociates its molecules and librates
electrons. Th;e rate of production at any level is proportional to the product of the
gas concentration and the intensity of the radiation. The appr(.)ximlale peak of
production can be deduced from simple arguments as follows: suppose that the
atmosphere consists of f‘nolecules with the same absorbing cross-section ¢ and that
radiation falls on it from outside, possibly in an obliq;e: direction. Then, in a
column of cross-section drawn in the direction of incidence, and sufTicient to
contain N molecules, the total projected absorbing cross-section is No, and when
this equals to unity, the radiation will in an oversimplified picture be completely
absorbed (Ratcliffe, 1972).

The radiation thus descends to a level where the total number of molecules in a
possible oblique column of unit area above is N =¢™': the peak of production is

near that level. Chapman (1931) used the above argument to derive a profile for the

rate of production which is today referred to as Chapman’s law;
q(x,z) = g, exp{l ~ z — sec yexp(~2)} ) (2.1.)

The peak rate of production g, is expressed as;

is, :
= 2.2
YT , (2.2)

where # is the ionization efficiency, S, is the original radiation intensity' from the ’
sun, H is the scale height of the gas under consideration, and z is the normalized
height expressed as; o

h—h,
z=
H

(2.3)
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where i is the reference height, 4 is the height of interest and y is the solar zenith angle.
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Figure 2.1: Chapm"an Production Curves at Different Solar Zenith Angles

Figure 2.1 shows the Chapman production curves for various zenith angles. The

¢

rate of production has feached maximum when the sun is overhead. In addition lo
the Chapman layer model, other models like exponential, sech-squared, parabolic
and quasi-parabolic layer models have also gained prominence in radio propagation
studies {Davies, 1990).

Ratclif.fe (1972) explained loss processes in two broad categories; firstly,
destruction within the column and then movement away ;frqm the column.

(1} Dest:ruction within the column

(a) Radiative Recombination: Recombination of free electrons witi.] an

atomic positive ion can result to photon emission.

e+ Xt > X +hv Q4
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" (b) Dissociative Recombination: Recombination accompanied by

dissociation of a molecular positive ion.

e HXY > XY " 2.5)

(c) Attachment: This is the process where an electron fuses into a neutral

'

particle to form the negative ion of the. particle.
e +Z- 7 (2.6)
At greater heights, the process of attachment to form negalive ions are rapidly
detached by other reactions, hence, loss by attachment can be neg!ecte& at grealer
heights. In lowest part of the ionosphere, loss of electron by attachment is however

very important.

. :
When electrons are lost by radiative and dessociative recombination, the rate of

loss from a unit volume is given by Ratcliffe (1972) as;
L = -dle}dt = -afe]p*] Q.7

« is the recombination coefficient and p* is the concentration of the atomic or

v

molecular positive ion. F ora neutr?l ionospheric plasma, i.e. when [e]= Ip*J;
L = —dle)/dt = —alef ; (2.8)

This is‘ prevalent at nights whereby the predorr;iﬁant .Ioss process is by
dissociative recombination. The electrons produced in a unit volume by 1.he
radiation may leave the volume either by being destroyed inside the column or by
moving oul of it.:The number destroyed in a unit volume in a unit time is normally
referred o as the rate of loss {Rishbeth and Garl;iot,ih.]969). It depends on the

concentration, n of the electrons and can be written as L(n) . If vertical velocity is
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denoted by W, the rate of removal of electrons from the unit volume can be

expressed as;

—dn _d(mwy _ dW . d(n)

2.9
dt dt df dt

The movements may be by diffusion, ¢lectric and magnetic field or by the effect

of wind on surrounding gases (Ris.hbeth et al., 1963). The electrons that are

produced continuously in the unit volume at a rate q are also removed by the loss

processes and movements with the result that the concentration increases at a rate

given by the continuity equation (Ratcliffe, 1972).

g o - 20

2.10
- dt dt ¢ )

It is obvious that inclusion of radiative recomb_i'na!ioy; reduces the difference
between the rates of production and loss (Rishbelh et él.,_ 1963). If no new electrons
are being produced (as may be at nights), q=0, (ﬁvii_h the assumption that solar
rad_ia_tion is the only source of production). Also, if th__erci are no movements away
i;rom the coiumn, W=0. Then the electron conceﬁtratio:i decays as:

dn ‘
i —L(n) _ (2.1 1_)

During the day, as the sun rises and sets, the rate of production by the soiar
radiation at any level increases to a maximum and then'decrea_}_ses: at some stages
the resulting electron concentration also reaches maximum w’hg.“n dnfdt:=0.

(2) Mqvement away from the column

(a) Diffusion: As long as the atmosphere is homogenous, no diffusion will
occur. However, if there is greater quantity of a particu!ar gas at one

location, then the pressure there will be greater and the gas will diffuse
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" away from the region of high concentration in an attempt to equalize the

pressure (Rilshbeth et al., 1963; and Shimazaki, ]964).
(b) ExB Drifts: An electric field generated in the dy;aino region {ravels up
the high clonductivity field lines and appears undim._inished in the region.
Because of this, the region is permeated by horizpn{al electric fields
generated in the lower region and these electric ﬁel_ds produce vertical
* ExB drift of ioni;zation (Fesen et al., 2000; and Ray et al., 2006).
2.3 The Mﬁgneto_sphere

The sun emits gases known as the solar wind whi_ch stream out toWard‘s the
carth. It tends to exert .pressure on the earth’s magnetic field and_ induces cqrrénl on
it (Beer, 1976; Gonzalez et al., 1999; and Os!gaard_, 29(_)8). Thef force exerted by the

1;:': carth’s magnetic field on the induced current causes the _sb.l;r wind;—t’o chai;ge its
direction so that it avoids a particular region that surrounds the earth.

The magnetosphere is part of the ion-osphere where the earth’s magnetic ficld
has a dominant control over the motions of the chargefd particles. Ii is like a blob of
conducting fluid surrounding the earth, with the earth’s magnetic ﬁeld frﬁzen inlor'
it. The shapeiof the magnlelosphere' is gfeat.ly influenced by the solar v\.find (see

Figure 2.2).

“
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-:‘% Shock wave Magnetashrath Magnetopause

Figure 2.2: An Tlustration of the main Regimes of the Magnetosphere. The

Geomagnetic Field Lines are distorted by Solar Wind Effects.

The solar wind itself js fully ionized plasma, and therefore a good conclluctor.
Thus the carth’s magnetic field cannot quickly penetrate into it because it is ‘frozen
out’. The magnetosphere is usually distorted by the solar wind as it stretches out -
into a long tail known as the magnetotail in the anti-sunward direction. This extends
out to a distance of about 100 earth radii (100R,) (Kelly, 1989). On the sunward
direction, there is a surface at about 10 to 12R, from the centre of the earth where
the earth’s magnetic field ends abruptly but still defines an external course at which
the solar wind glides. This boundary that surrounds the earth is known as the
magnetopause. Beyond this region is another region of turblfjl_ence known as the
magnetosheat and outside this on the sunward direction is z; shock front on which
the solar v;find impinges. The region inside the magnetopause is the magnetosphere,

which contains the compressed geomagnetic field from which the solar wind is
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exclyded. The plasma within this region moves with the earth and is regarded as
part of the earth’s upper atmosphere.

The exosphere, is the uppermost region of the atmosphere where collisions
between molecules are so infrequent that neutral particles move in trajectories
subject only to gravity, whereas ionized particles are constrained by magnetic field. ,

Beer (1976) explaiﬁed that any particle entering the exosphere from below must
satisfy some conditions of upward velocity that is related to the gas temperature. As
the upward movement progresses, a time is reached _when it will either éscape from
the earth or re-enters the atmosphere fro;n above. Theoretuically,"if a particle is (o
escape from the earth’s gravitational field, its kinetic energy must be greater than
the gravitational potential e.nergy at the radial distance, r of the boundary un.der
consideration.

Below the exosphere is the thermosphere. In the thermosphere, velocities of
gases are distributed by Maxwellian distribution. As fhey approach the exosphere,
those with greatest velocities will escape into the exosphere (Ratcliffe, 1972). For a
given temﬁerature, the highest atoms will have the highest velocities. It thercfore
implies that the velociiy of hydrogen atoms is sufﬁctient'ly close to tﬂe escape
velocity for an important number to leave into the top of the atmosphere. The
number becomes less for helium atoms but may be improved by a significant rise in
temperature. The number remains negligible for oxygén: and.heavier gases which
hardly escape.

The scale height for hydrogen atoms is greatest because of its lightness. At

3

greatest heights, atomic hydrogen is the main constitue.m.of the atmosphere. Even
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though hydrogen and helium atoms may escape with the above principle, natural
processes still help in balancing the loss to maintain equilibrium (Ratcliffe, 1972).
At nights, hydrogen and helium will escape in the manner described .e-lbove. The
situdtion becomes entirely different and complicated during the day be;:ause most
hydrogeﬁ and helium atoms now maintain ionic status, and as such difficult to
escape even at velocities above the escape velocity. As soon ds this occurs, the H"
and He" ions can no longer move freely but are forced to follow the magnetic field
lines \.zvhich later dump them back at the exosphere in the opposite hemisphere.

In the magnetospﬁere, some field lines are closed w_h,ile some are opened. The
closed ﬁc;,ld lines have their ends terminating on the earth’; suri_"ace aﬁd the opened
field lines have one end at the earth and other end in the interplanetary space
(Rishbeth and Garriot, 1969, and Budden, 1985). Opengd field lines are found in
the high latitudes ;):I:l the earth’s surface. At heights of 4R, from the centre of the
earth at the equator at night, the earth’s magnetic ﬁe;d lines are opened:

In the high latitude polar regions, the H* and He" can still escape at night, since
the anti-sunwards direction’s high latitude magnetic field lines are opened. At the
threshold of the escape velocity, the hydrogen or helium particle becomes ionized

and follows the opened magnetic field lines to the depths of_space behind the earth.

L !
~

The magnetic field lines behave as the carrier path for the: .ionic particles. {Gonzalez,
1999). The resultant plasma drifts away from the high Iati_tude region in a manner
always referred to as the polar wind.

The loss of charged particles caused by the polar wind seriously depletes the

high latitude exosphere of ions and electrons (Carpenter, 1966; and:Rath-iffe, 1972).
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This is explained in Figure 2.3. Since the ionospheric piasma is in‘di'l’fusive
equilibrium along geomagnetic ficld lines, there is a sharp gradient in the electron
concgntration in other parts of the ionosphere that lie on the ‘ﬁ_eld line that coincides
with the knee (Beer, 1976). Thus, an inne_r region of greater electron concentration
separated from an outer region of lesser concentration. The inner region is the
plasmasphere and the boundary that separates it from the outer magnetosphere is
known as the plasmapause. |

From Figure 2.3, there appear a sharp kink in electron density profile over the
equator at about 4R; from the centre of the earth. This kink is known as the,

Carpenter’s knee named after the originator of the concept (Carpenter, 1966), and it

marks the location of the plasmapause. Above the plasmapause, the electron density

is depleted to about 10’m” as a result of polar wind effect. Below the plasmapause -

is the plasmasphere, here the electron density profile is in the neighbdurhood of
10"°m™. The plasmapause is demarcated by the magnetic field lines that exte;ld four
earth radii above the earth’s centre at the equator. This can be represented in a short
notation as L=4 ﬁeld lines (Elkins and Papagiannis, 1969, :in'ZIIBasu et al .,'20“01). |
If L=4 ficld line is examined, then the plasmpause is being examined. Maps of
the earth’s magnetic field reveal that the 1.=4 field line is at altitude of 2000km at a
geographic latitude of 55°N, at 1000km altitude at 57°N and at 100km altitude at
60°N (Beer, 1976). This implies that at 45° geographic latitude, the plasrﬁapause i;'

in the F region of the ionosphere and it is almost vertical.
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Figt;re 2.3: The Carpenter Knee. Electron Concentration as a Function of
Geocentric Distance above the Equator.

2.4 lonospheric Events

Solar disturbances sometimes occur accompanied by enhancement of the solar
photon radiation in parts of the spectrum or by an increase in the -velocity and
concentration of the solar wind to such an extent that the Inodiﬁed portion behaves
like a cloud of denser plasma (Gonzalez et al., 1999), or by the ejectio;1 of more
encrgetic protons and electrons with such small concentrationé fhat they behave not
as plasma but as ihdependent charge particies. These. disturbances are of three
types: sudden ionospheric disturbances (S1Ds), ionospheric storms and the magnelic
storms. They sometimes occur simultaneously and sometimes .separétely (Okeke,
2005). |

Observations of the interplanetary magnetic field emanating%from the sun have
made it evident that the field either points towards the sun or away from the sun
(Gonzalez et al., 1999). To an observer at the equator ‘at/‘noon,ft_he field, is either
straighi up or straight down. There are also small east-west and: north-south

components of the. field. Normally, this field points northwards and when
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occasionally points southwards, there are changes in the earth’s magnetic field
called magnetic storms. There are also changes in the ionosphere called ic;nospheric
storms and these lead to increase in the number and intensity _of aurorae.

Frequently, this magnetic field reversal is also accompanied by an enhancement
of the solar wind in both speed (Rama Rao, 2006) and concentration (Ratcliffe,
1972) thereby making the storm effect to be more intense.

When the interplanetary magnetic field h'as a southward component, it lﬁanages
to comnect with the earth’s magnetic ficld. It is important to mention lhE;t the solar
wind plasma glides alo:ng the interplanetary magnetic field lines as it moves through
space. There are now two ways in which the solar plasma can penetrate into the
magnetosphere. It can _siide straight down a field line or it can come in through the
magnetotail. The particles coming in from the neutral poin_l_,ih'the magnetotail are -
acceleratgd towards- the earth with energies up to a few Mev. Some of these
accelerated particles b(_:come ftilly trapped in the Val Allen radiation belts. The res.t
remain in a quasi—trabped state, wandering around the magnetotail until they finally
escape again or dumpf_ad at the poles to produce aurora. Since these particles are.
more cnergetic, the result.ih,g aurora appears more energetic with violent oscillations
(Beer, 1976). o

The energetic nature of the solar wind plasma causes it to carry the solar
magnetic field along with it, and this is the reason why the interplanetary magnetic
field lines which aré said to be frozen to the plasma move from the left to the right.
Because the solar magnetic field lines are attached to the gcomagnetic field lines,

they drag the geomagnetic field lines along with them producing magnetospheric
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convection. lons and electrons dwell along the geomagnetic field !ines. They are
therefore also made to convect, adding slightly 1o the polar wind. New ge;’)magnetic
field lines are then formed on the day side and are in turn convected to the nightside
of the earth. At their base, these field lines are attached to the highly conducting
dynamo region at 100km. As we know, a good conductor will not want to retain
fields and therefore releases field orthogonally. Thus the particles moving at the
base of the geomagnetic field lines set up a current in the high latitude dynamo
region, that is, the polar current in upper atmosphere ‘where collisions are
unimportant.

- In as much as the coilision frequency is less than/thé_ gyro-frequency, the
charged particles follow the moving lines of force. As a line penetrates further into
the jonosphere, this condition loses its validity at a height of about 140km for ions
and about 80km 'f.or electrons. There is thus a region between heights 140km and
80km where electrons are dragged round by the lines of force whereas ions are not.
The currents flowing in a direction opposite to the electrons motions constitule the
polar current system.

2.4.1 Magnetic St_orms‘
In situations whereby the interplanetary magnetic field points southwards, the

effect always results to changes in the earth’s magnetic field known as the magnetic

storms. The changes are very little in order of 2% of the original field.
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Figure 2.4: Geomagnetic Field Storm Variations (D, Measurement)

The first feature of a storm on the magnetic records is a sudden rise in the
magnetic field strength by about 20nT (Okeke, 20051.,fl'hc abrupt rise in the
strength of the magnetic field at initial time zero is known as the sudden
commencement of the storm.: It is the consequence of the impact of the arrival of. an
enhanced solar wind at the magnetopause (Ostgaard, 2008). This enhances the
compression of tﬁe magnetic field lines already caused by the normal solar wind.
The compression exerts magnetic pressure that increases the magnetic field strength
(Matsushita, 1963). Figure 2.4 shows a schematic diagram of geomagnetic storm
variations (‘not drawn to scale).

The sudden arrival of the enhanced solar wind has the form of a shock wave;

this is followed by a more-or-less steady enhanced solar wind that results in a

continuing compression of the magnetic field lines (Dandekar and Groves, 2004). .
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The corresponding increase of the field at the surface of the earth is called the initial
phasc of the storm.

The onset of a storm may not be necessarily be marked by an enhanced solar
wind, though i.in ‘most cases it is. Occasionally tlle;é-""i-may not be a sudden
commencement., and then the magnetic field variation follows the dotted part of
Figure 2.4, which is due to the enhanced ring current. Six to ten hours after the
beginning of a magnetic storm, there is an increase in the number of ,energeti'c
particles in the Van Allen radiation belts delivered fherein by the solar wind
particles through the magnetotail. As the number of these energetic particles -
increase in their trapped motions around the earth, electrons move towards the east,
and ions towards the west. The consequence is. an increzase in the ringl current
(Gonzalez, 1999). The westward ring current produces a southward mag;1etic ﬁeld.
It therefore implies that an increased r;ng current prodi:ces aﬁecréasé iﬁ the

A ‘
magnetic field é{t the ground. This decrease in the magnetic field slrength is called
the main [;hase of the .llnagnetic storm {(Beer, 1976; aﬁd Dandekar and Groves,
2004). Aﬁe'r new particles cease to be injected into the Val Allen radiation belts, the
ring curreni gradually decays away for one or two days, Tand the magnetic field
S . :
gradually returns ;‘0 its normal value. This is the recovery pl}ase of the storm. It will .
be important to note that if there is an enhanced solar wind when the interplanetary
magnetic field is not having a southward component, the main phase will be
missing. There will only be an initial phase for the storm and nothing more. In other

words, if the interplanetary magnetic field has a northward component, calm

ionosphere is experienced.
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The main phase of a magnetic storm is often interspersed with magnetic bays
which_ére rather abrupt disturbances lasting for an hour or two. Magnetic bays are
related to the magnefospheric field lines connection with the interplanetary
magnetic lines and the subsequént magnctospheric convecti;ns. The movement of
electrons in .‘lhe high latitude dynamo region following these field lines produces the
polar current system (Mazaudier, 2008). The number of electrons in the polar,
dynamo region fluctuates depending on the number of particle;‘; from the solar wind
sliding down the magnetic field lines. These fluctuations show themselves as bays
in Figure 2.4.

2.4.2 Sudden Ionospheric Disturbances (SID)

lonospheric effects resuiting from the solar activity show up as soon as the

enhanced radiation from the sun reaches the earth. The. onset of a sudden
. -2 5 :

-

ionospheric disturbance (SID} is the first warning that a sévere magnetic storm is

brewing."[‘he increase in the .ultraviolet radiation during a storm increases the

ionospheric temperature which controls most of the chemistry of the ionosphere.
Sudden ionospheric disturbances are usually caused by a sudden increase in lhe.

number of solar flares. This abrupt increase in solar activity increases the amount of

. :
energetic radiation reaching the ionosphere. This in turn increases the D region

ionization and consequentl};/ the radio wave absorption. A burst of radiation of this
kind would ionize only on the day-side of the ionosphere.
During sudden ionospheric disturbances, absorption of medium- and high-

frequency radio waves is ofien great enough to result in complete removal of a
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signal reflected from the E or F regions, and it is then said that there is a short wave
fadeoult (Beer, 1976).

Corona mass ejéction (CME) is accompanied with enhénced visible. H-alpha
lines over a small region usually near a complex group of sunspots known as solar
flares (Gonzalez, 1999). When this occurs the solar X-rad..ia‘fion with wavelength
less than about Inm increases in strength so as to produce ingreased ionization in
the D region at heighl;; around 80km. The increase in electron concéntralion leads
to several phenomena grouped together under the name sudden ionospheric
disturbances (SI1Ds). Their effects are most intense when the sun is overhead. It is
interesting to note that, although the H-alpha line and short wav;alength X-radiation
are considerably enhanced during a solar flare. The strength of the Lymén-alp'ha
line in the ultraviolet région usually changes very little. In some Occasions,l they
lead to increase in electron concentrations of t_hé E and F regions. .

The electron content of the D-region increases signi‘ﬁéﬁntly ;:ithih a; few
minutes and afterwards slowly recovers to its normal value within a time of’ order of
three-quarter to one and a half hours. Ratcliffc (1972) explained that the intensities
of low and very low _fr:équc_ncy waves change during sudden ionospheric
disturbances in a way that depends on the frequency and on the angle of reflection.
For instance, waves of -frequency' near 27kHz reflected obliquely ﬁ.'om the
ionosphere‘ are increased in strength. The increase is clearly noticeable when
atmospherics originates at a distant flash light. For waves of veryllow frequency

4

reflected from the ionbsphefc, the most clearly marked effect of sudden ionospheric
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disturbances is a sudden change of phase-usually referred 1o as a_sudden phase
anomaly (SPA).
2.5 Atmospheric Dynamo and Motor

The extent of generated conductivity of the ionospheric plasma as caused by

drift of charges depehds fundamentally on whether the collision frequencies (v, ) of

¢

the plasma components (electrons and ions) are greater or less than their angular
gyro-frequencies (). As height decreases through the middle ionosphere, from
300km to 70km, the collision frequencies of electrons increase from about 10% to
10’5 and those of ions from about 0.5s" 10 10°s”, whereas the angular gyro-
frequeqcies remain approximately constant, about 8x10°™ f‘l'or electrons and 160s™
for ions (Ratcliffe, ]9?2). Witlin this height range, the behaviour of eéch type of
particle changes radicaliy; with the result that a layer ‘of_jrela‘tively good direct
current condl'xcli'vitylexists ﬁt heights around 110km (the E-Ig'yer). This con(iuctivit}f
layer is sufficient to behave as the armature of an atmospheric dynamo to produce
observable angular changes in geomagnetism that are associated with the solar and’
lunar day.

The sun and the moon are responsible for dictating the manner in which the
conducting layer of the ionosphere moves across the geoma'gnetic field. The sun
contributes to this by heating the ozone layer, while the moon acts through its

gravitational attraction. The heat input from the sun has a period of one solar day.

and a strong harmonic component with period equal to half & day. The atmesphere.

* is distributed in such a way that over most of the earth, it responds to this -

component to produce horizontal air movements with a period of twelve hours; they
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are called solar semi-diurnal tide. A tide is also driven by the gfavitational éttr_action
of the moon; like tides in the oceans, it has a period of half a lunar day.

Like lunar tide, the atmospheric solar tide were the resuit of gravitational
attraction, it might be expected to be smaller, because of the smaller gravitational
force; the situation would then be as it is in the oceans where the lunar tide is more

important. In the atmosphere, the thermal origin of the solar tide, coupled with a

quasi-resonance in the atmosphere cause the tide to be greater than the lunar one.
The drift of the conducting layer across the permanent magnetic field of the
earth induces eléctromotive forces whose components, in the plane of the layer,

have directions perpendicular to the horizontal component of the tidal velocity and

magnitudes proportional to the product of that component and the  vertical

component of the geomagnetic field. -
. : i
Ratcliffe (1972) gives conceptuaii-zed explanations of electrodynamics
processes that are involved in creating atmospheric dynamo, u.sing a simple model
of “current flow mechanism”.
lonospheric dynamo is usually discussed by assuming a simple model of a
conductivity layer that is i;a form of an isolated slab that is Bounded above and

below by horizontal planes, and that only the horizontal components of the fields

were responsible for driving the horizontal currents. In a model of this kind, vertical

components of induced ficlds (arising from horizontal movements across the

horizontal component of the earth’s field) produce space charges on the upper and

lower boundaries (Ratcliffe, 1972).
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;n discussing the effect of these space charges, it will be'necéssary to consider
the way in which they modify the tensor conductivity o.f thé ionospheric slab, The
effective conductivity in the horizonta] plane becomes comparatively ]arée near the
geomagnelic equator, where the magnetic field is horizontal (Kelly, 1989). Tﬁe
current in the e.ltmospheric dynamo becomes correspondingly great arourid this
region (Mazaudier, '2008). This large current is referred to as the Equatorial
Electrojet (EEJ). The conductivity at the equator and ,el“Sewheré': has a péak
magnitude at a height near 110km. Experiments with rockets have confirmed that
the currents of the dynamo ﬂov\;r near this height. ;

Having known that the atmospheric dynamo is supposed o be located at a
height near 110km by the simplified model above, it implies that the dynamo must-,
be bounded above and befow, which leads to conceptuali%ation of the atmospheric
motor at greater heights af;d in the F-region of the ionosphere so that it can be
driven by the dynamo below (Ratcliffe, 1972). It is supp(;sed that the conduclivity:
of that part of the ionosphere above the dynamo is much greater along the direction
of the magnetic field than across it, so that electrostatic fields that are deyeloped in
the dynamo region are transferred along slopping lines of vforce to the F-region at
heights around 250km (i.e. electrodynamics coupling proc.:léss).- These fields, acting
in conjunction with the geomagnetic field, can produce movements of the F-region. ‘

Since (the collision frequencies of ions and electrons are much less than the

7

corresponding gyro-frequencies at these heights, the electric field ‘E’ moves the

ions and eléctrons together, in a direction perpendiculdr to the magnetic field ‘B’.
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2.6 Currents in the _lonosphere
The earth’s magnetic field approximates to that of a-dipole at its centre (i.e. the
centre of the earth) with strength and direction that change slowly. Tl;ese slow
changes are accompanied by more rapidly changing cu;rents in the ionosﬁhere at
small or great (magnetospheric) heights, or by hydromégnetic waves. They are in
turn produced by mechanical forces or clectric fields, aﬁd their magnitudé depends
upon conductivities of the ionized medium in which they flow. These c-urrents are:
(1) Currents near a height of 110km and are driven by'movement of the neutral
air (the atmospheric dynamo). \
(i) Currents near a height of 110km and in high latitude regions, driven by
forces originating high in the ionosphere (the po’la‘r current system)..- .
(iii) Currents in the ionosphere (magnetosphere) at a geocentric distance of
about 4 earth radii (th:e ring current).
(iv) Currents in the magnetopause; resulting in a compression of the
geomagnetic field | .
The magnitude of the ring cu'rrent, or of the compression of the field chahges
only if the énergy of the frapped particles, or the Strengfh of the solar wind changes.
The associated magnetic fields do not change much except during storms. Even in
quite non-storm times, however, these constant ﬁelas may be asymmetrically

distributed so that to an observer rotating with the earth, they (fields) appear to vary

during 24 hours (Ratcliffe, 1972).
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2.6.1 . lonospheric conductivities
In principle, specific conductivities are obtained by multiplying the
conductivities per ion pair by the electron concentration which increases with

height, and by making proper allowance for height-variations of temperature and

¢

the corresponding variations of collision frequency, V.

When an electric field is applied normal to a magnetic field, o, corresponds to
the current that flows in the direction of the electric field; it is called the Pedersen

conductivity. &, corresponds to the current that flows in a direction normal to both

the electric and the magnetic fields; it is called the Hall conductivity. In the
jonosphere this conductivity is due to drift motion of the electron (ExB) and
maximum in the E layer where only electron practicallff"driﬁs to the direction of

Ex B . When an electric field is applied along the direction of a magnetic field, o,

corresponds to the conductivity that is produced in the a:bsence of a magnetic field,
i.e. the current that flows along the direction of the magnetic field, and it is known
as parallel éonduclivity.

If an electric field with components Ex, Ey, Ez 08 apblied and the magnetic field
is along z direction. From the three conductivities, the: tensor conductivily can be
expressed as:

J| |E] |oy o, O

J,|=E,|xj6, o 0 ) " = (2.02)
lE] [0 0 o

A

4

The theory above actually discusses what occurs in infinitely unbounded

‘plasma. The ionosphere is, however bounded above and below; therefore, the

situation becomes different. To examine it, it is assumed that the plasma previously

¢
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discussed is bounded by two parallel planes perpendicular to a knoWn“point, and
that a field E, is applied. A current ‘J,” then flows and builds up charges on the
boundary planes, until they produce an additional field Ey, just sufficient to prevent
any further generation of current J, From eq. (2.12), the situation can be represented

as: > =
J, =0E, +02E_v
Jy=—02E1+a,Ey:0 (2.13)

When the field Ey is produced, generation of current jy stops, at this point, jy

vanishes. From equation (2.13),

o2 ' . '
J, =(0’, + /G_I)JEJr =0,E, : (2.14)

The cond..uctivity o, describes the current that flows along the direction of the
electric field when current in the perpendicular direc‘tion is inhibited. This
conductivily is sometimes called the Cowling conductivi{y.'

If only one kind of charged particle were free to move, the magnitude of o and
o, can be used to show thato, = g,. It therefore follows that in a bounded medium
containing only one kind of moving charge, currents flow just as they would if there

'

were no magnetic field. This is what happens when current flows in a bounded.

pieCe‘ of metal. Although the superposition of a magnetic field does not alter the

conductivity, instead it produces an electrostatic field (E,) perpendicular to the

boundaries. This is the Hall Effect.
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The situation is however, different in the ionosphere, where both ions and

electrons can move; o, and o, are then, each the sum of ion and’ electron
conductivities and o, is no longer equal to g, .

An cnhanced conductivity of this kind near the geomagnetic equator in a slab-

like ionosphere is supposed to be responsible for a relatively large current in the

1
v

atmospheric dynamo, known as the Equatorial Electrojet (Mazaudier, 2008).

-

2.7 lonospheric Irregularities

One important research objective of the Space Weather Program is to
understand the structure and formation of ionospheric plasma density irregularities
that cause scintillation to transionospheric radio links. Since scintillations originate

from random electron density irregularities acting as wave scatterers, understanding

" the formation and. évolution of irregularitics means understanding scintiliations

(Wernik et al., 2003).

Over the past four decades, research interest on the study of ionospheric
irregularities and how they impact on radio waves has been on the increase (Calvert
and Cohen, 19_61).;Many reviews on the study have beeﬁ published (Woodman and
La Hoz, 1976; Aaéons, 17982; Yeh and Liu', 1982; éasu et al., 2001; and Thomas et
al., 2001). Also, comprehensive reviews on the physics of i.onospheric irregularities '
have been provided by Keskimen and Ossakow (1983), Kelly (1989), and Wernik et

al. (2003). Previous studies on scintillation theories (Yeh et al., 1975; Groves et al.,

1997; and Wernik et al., 2003) have related observed signal statistics to the statistics

= N )
- .

of ionospheric density irregularities.
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The general condition for instability is that the Ex B (‘lligéction must be parallel.
to the plasma density gradient. At the equator, the zonal component of the electric
field often increases-to a Iarge" eastward value just after sunset, lifting the F-layer to
very high altitudes via Rayleigh Taylor instability mechanism (Kelly, 1989, and
Rama Rao et al., 2006). During early hours, the E region ionization__is usuallyf
quickly eroded- due to the recombination of electrons and ions in the absence of
production by solal_rl radiations. Therefore, soon after the local sunset, the F-region
ambient jonization becomes relatively high with sharp gradients that are anti-
parallel to gravity at the bottom side of the F layer (Woodfnan and La Hoz, 1976;
and Kelly, 1989).

As the plasma-depleted bubbles rise from the bottom side of the F- layer, they
get elongated along the magnetic field lines to off equatotial latitudes (Aarons et al.,
1980), which thereafler causes enhancement in the anomaly gradient. Thils process
re-energizes equatc:rial fountain by depleting the ionization near the equator and
simultaneouély increasing the ionization at off equatorial regions (Rama Rao et al.’;
2006). In polar létitudes, aurora activities coupled with' the precipitationé of field
aligned particles are the sources of irregula.rities‘ generations while in rlliid-latitudcs,
overflow of events from equatorial and polar latitudes are responsible (Brown et al.,
1998).

Another important factor for the generation of in'egular_it‘ies is the occurrence of
geomagnetic storms. During these events, high ionosphe]'ip“' ir;egularities gradients

cause fast variations in total electron content (TEC) of the ionosphere (Brown et al.,
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1998; and Aquino et al., 2003), which impact severely on satellite communication
and navigation systems.
2.7.1 Eq uatorial' {Appleton) Anomaly

From the view ;oint of electron density variations, the equatorial region around
the dip magnetic equator displays a complex pattern. During the day, an increase in
maximum electron density occurs away from the equator.

In principle, 0;'16 would have expected greatest elettron concentration and
hence, highest crili;cal frequency at the equator, being the place where the sun’s
intensity is highest but contrary is the case. This departure from what could have
been obtained by principle is referred to as anomaly.

The existence olf the equatorial anomaly depends on t'he:fact that magnetic field
lines are good conductors. This has two consequences: f{rslly, electrons can easily
diffuse ‘along the magnetic fi¢ld lines. This implies that the electrons loss processes
will also be very :high along the magnetic field lines. Since the greatest production
of electrons odcurs.af the equator, the greatest diffusion also occurs away from lllye
equator (Beer, 1976).

Secolndl‘y, an elléctric if"leld generated in the dynamo region travels up the highly
conducting*-magnetic field lines and appears undiminis_hgd in the F-region. As a
result of this, the F-region is permeated by horizontal electric fields ;generaied in the
E-region and these electric fields produce vertical ExB drifts of ioniiation. Since

E-region electric ﬁ!elds are westward at low latitudes during the day, the resulting

drift will be u_pwara (Rama Rao ct al., 2006).
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These two effects; diffusion and ExB drifts produce an overall motion of the
jonization that is upwards and away from the magnetic equator. This mechanism is
analogous to the working principles of a fountain, so thal this phenomenon of
equatorial anomaly is referred to as “fountain effect” (séé Figure 2.5). Thg presence
of a meridional (north-south) wind produces an asymmetrical distribution for the

anomaly.

7 A
E-tegion dynamo (el r.

- [

Figure 2.5: Fountain Effect. Electric Fields Produced in the Dynamo region travel along
the Earth’s Magnetic Field Lines, which are equipotentials to the F Region. Then a

Combination of E x B Drifts and Diffusion Enhances lonization Concentration on Each
Side of the Equator*but a Decrease at the Equator ltself (Adapted from Ratcliffe (1972)).

The elgctr.ic fields produced in the dynamo region travel along the earth’s
magnetic field lines, wh}ch are equipoteniials, to the F-region. Then a combination
of ExB drifts and diffusion produces a decreased concentration of ionization at the
equator and enhanced concentrations also on each side of the equator through
electrodynamics processes. In general, atmospheric wave motions couple into
plasma dynamics through electrodynamics processes. This generates large scale
electric fields that cause plasma drifts forming the equatorial (Appleton) anomaly

(~ +15°away from the geomagnetic equator) (Aarons, 1982). The magnitude of the

37



)

A8

generated current depends upon the direction of the geomagnetic flux B at the
equator, the geomagnetic flux is horizontal to the magnetlc equator and the current
is greatest m this region. This current is known as the equatorial electrojet. In the
ionosphere, near the magnetic equator, the geomagnetic field is of the order of 0.3x
10~ Wb/m? with gyrofrequency of almost 0.84MHz (Oyinloye, 1987).

2.7.2 Equatorial Sporadic E (Es)

The most important type of ionospheric anomaly at E-region heights 1s -
sporadic-E, conventionally written in short form as Es. It is a dense cloud of drifting
ionization which randomly and unpredictably appears within the h-region of the
ionosphere. As discussed earlier, the conductmty of the lonosphere reaches its peak
valie within the E-region in the equatorial regions. Here the strength of thc
equatorial electrojet is greateet (Ray et al., 2006). 1t implies that the strength of the
equatorial electrojet at any particular time has a very strong control on the
irregularities.detfsnty within the E-region of the 1onosphere than normal, and it is
therefore sufficient to return electromagnetic waves that would normally have
passed straight through the ionosphere to the earth. Occurrence of sporadlc -E plays
severe havoc to radlo commumcatlons ’

Sporadic-E is believed to be caused by combinations of several ionospheric
mechanisms amongst which is the shear in the horizontal wind. If there is an
eastward wmd at one height and a westward wind et another height, then the
charged partlcle will converge into a thin layer. The theory behinds this, is that, the

neutral particles of the wind collide with the charged parllcles and set them moving.

However, the charged particles start circling around the almost horizontal magnetic
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field line. In the E-region, large number of neutral-charged particle collisions takes '
place, such that charged particles are not even able to comp]ete one half revolutions
before they are pushed on by the neutral wind (Beer, 1976). One set of particles

move downwards at a slant and another set moves upwards at a slant. This forms

0

the wind shear mechanism of sporadic-E. Good knowl-edf;l,e and prediclilbns of wind
shears will serve as efficient instrument for practical predictions of sporadie-E
formation for enhancement of radio systems performances.

In practice, a really intense day time sporadic-E patch can have a critical
frequency, f.E; which is greater than the maximum F2-region crilica‘l~ frequenc;);,
fxF>. But the sporadic-E layer usua.llly' occur at a height range of about ]. 00-120km,"
and Iike- the normal E-region, it produces a straight line echo on ionogram traces
(MaClure, 1964).

For intense sporadic-E during periods of high solar activity, the maximum
usablé frequency for a 200km transmission path can exceed 100MHz. Radio taxis
use frequencies _in.l‘h.i-s range, so that at high solar activi'_t‘y when sporadic-E occurs,
microwaves and tg:]evision receptions are efficiently transr;it;ed Withéut disruptions
(Beer, 1976). Close to the equator, sporadic-E is essentially a day time phenomenon
with little éeaSOHal variation, while in the aurora zone; it is most prevalent during
the night hours, though, still dependent on litile seasonal variation (Jordan and
Balmain, 1978). In Li et al. (2006) investigation, s;;oradic E has been-suggested to

be responsible for ionospheric Pedersen conductivity enhancement.
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2.7.3 Equatorial Spread F (ESF)

The term equatorial spread F (ESF) encompasses several lurbule;nt processes
and different types of plasma instabilities that grow and"pn;pagate in the night-time
equatorial tonosphere (Valiadares et al., 2004). Jacamarca radar has been used (o
describe the aIliludé distribution, time evolution, scale siie, vertical and zonal drilis
(Valladares et al., 2001; and 2004), and the magnetic aspect angle dependence r;Jf
3m irregularities associated with ESF (Calvert and Cohen, 1961; and Woédman and
La Hoz, 1976). These authors suggested that the time evolution of thek radar plumesl
followed the evolution of the Rayleigh-Taylor instability (RTI).. The study
underiaken by MaClure et al. (1977) confirmed that the deep plasma depletions that
are seen at T region altitudes are actually formed at the boltom side, with (he
tendency to propagate towards higher altitudes. ) >

The equatorial and low latitude ionosphere is the region where the most
significant post sunset ionoépheric dynamics play a great r_ole in the generali()l; of
ESF irregularities causing scintillations on transionospheric radio signals
(Valladares and Doherty, 2009). The distortions caused on such signals can degrade
system performance. In navigatjdn system, it may lead to errors «in received
messages (Seo et al., 2007).

GPS-based ionospheric measurements (scintillations, total electron content
(TEC), range delays) are the most simple and efficient way of characterizing ESF
irregularities (Rama Rao et al., 2006). Authors like Rishbeth et al. (1963), Kelly
(1989) and Valladares et al. (2001) explained that some c(;nditions are responsible

for the generation of ESF irregularities. These are: (i) a sharp gradient at the bottom
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side of the F layer, anti'-parallel to gravity, (ii) the pre-reversal enhancémenl (PRE)
in the upwards Ex B drift and as.sociated uplifting of the F layer, (iii) simultaneous
decay éf the E _reéion conductivity at both ends of the ﬁeld line, (iv) transequatorial
component of the thermospheric winds and the associated symmeltry in equatorial
ionization anomaly (equatorial plasma electrodynamics) (Valladares et al., 2001;
andFRama Rao et al., 2006) and (v) perietration of magnetorspheric winds.

Very c"ommonlf observed anomaly in the F-region. is the ESF. Lawrence (1958)
attributed the ;pheﬁomenon of ESF to the increased driﬂi'n'g— velocity of ionos_phcric
wind. It was stated catego-rical ly that this velocity pertains to the F-region because
scintillations are (I:aused'by ESF (Booker, 1958). Though theoretical considerations
of instability mechanisms and through radar backscétter and rocket and satellite in-
situ measurements, it has been established that night time ionospheric equatorial
anomaly region emerging .after sunset develop from botiom side instab.ilitie:";,
probably of the Rayleigh-Taylor type. The depleted de.n.sity bubble risc?s into the

region above the peak of the F2 layer (Woodman and La"]—loz, 1976; Yeh and Liu,

1982; and Aarons, 1982). Steep gradients on the edges of. the hole help to generate

-
L] ’

the smaller scales irregularities within the patch which produces intense scintillation
effecf.

Spread F traces arci',‘broadened and diffused for heights corresponding to the
ionospheric F région on an ionogram. Irregularities responsible for this are
commonly referred to as spread F irregularities (Yeh and Liu, 1982);. Spread F is
usually a night time phenoment;n. It is believed that ele:clrodynamic processes of

electrojet-are coupled into the F region from its dwelling E region to produce spread
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F. Thus, equatérial electrojet has influence on the formation of F region
irregularities.

In the past, several classifications for types of spread F have been suggested by
early workers, such as high-, medium-, and low-latitude sf;réad F bul this n;ethod i;.
not entirely satisfactory. An alternative division into “range type” and-“frequen_cy
type” has been suggested (Jordan and Balmain, 1978). Typically, equatorial spread
F is marked by a diffusive spreading of the echo traces at lower frequencies called
the “range spreading.” It only occurs at night, and most spread F occurs just after
sunset. At middle and high latitudes, the width of the spread F trace 'mcr‘eases with
frequency on the iohogram and is 2 maximum near critical frequency. This non-
equatorial type of spread F is called “frequency spreading.”

Many experimental techniques have been used in the past tb study spread-F
irregularities. These techniques have been broadly groupéd into two: remote sensing
techniques and in-situ’ measurements. Most remote s¢nsi_n_g téchniques utilize radio
wave and can be classified according to whether the radio- \;fav'.fes are reflected from,
scattered from, or penctrated through the ionosphere. In a low power operatioﬁ,
radio waves are noi‘mally reflected from the .ionosphefe in experiment such as
vertical ionosonde, back scatter ionosonde and forward scatter ionosonde. Such
experiment is useful in detecting the existence of spréad-F irlregufarities (Val]adz;lrcs
and Doherty, 2009).

As radio frequency is increased beyond some value, the radio wave begins to

penctrate the ionosphere and almost all its electromagnetic energy escapes into

outer space. Nevertheless, there is a very small amount of its energy that is scattered

o
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back. Under quiescent conditions, the back scattering is caused by ionospheric
plasma fluctuations under thermal agitations. For sufficiently power radars, the
scéuered signal may be strong enough to provide us with useful informatioﬁ. Radars
operating on this principle are known as incoherent scatter radars. It must be
understood that, such radars can only sense the irregularitics in a very narrow
spectral window. On occasion during the presence of spread-F irregularities, the
radar returns have been observed (Yeh and Liu, 1982) to increase in power by 80dB
in a matter of few m.inuées. This means that in few minutcs,/ the irregularity spectra)
intensity can increase by as much as 10°® folds. This suggests the high dynamic
nature o‘f the phenomenon of spread-F.

2.8 Overview of Global Positioning System (GPS)

On-'e of the emerging.applications of transionospheric radio propagation is llyef
Global Positioning System (GPS). Historically, GPS technology started as far back
_ as 1973 when the U.S Department of Defence directed the Joint Program Office
(JPO) located at the U.S Air Force System Command’s S!Ja_ce Division, Los
Angeles to establish, develop, test; acquire and rde-p__loy a space borne positioning
system, but was declared fully operational by the Federal A‘;/iati_on Ad‘ministration
(FAA) of USA in 1994, afier successful inauguration of reliable ponstellétion (Tsui,
2000; Kintner et al., 2001; and Kintner and Ledvina, ZQ_(,]_S).._‘Tpis proje;ct culminated
in Navigation System with Timing and Ranging (NAVSTAR}) Global Po.sitioning
System (GPS). It was originally intcnded for Defence purposes: to provide range for

the military at any point on the earth surface at all times (Davies and Smith, 2000). 3
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GPS technology is made up of three segments; (i) the space segment which
comprises the satellite, signals and the medium of propagation (ii) the control
segment which controls the operation of the satellite, and (iii} the user segment
which is the recéive_r. The receiver appears as hand-held unit, buiit into cars, mobile
phones, airplanes, ship etc (Ho_fmann-Wellenhof et-al, 1997; and Kintner and
Ledvina, 2005). .

A GPS constellation comprises of twenty-four satellites that are positioned on
six orbits so that each orbit accommodates four satellites. Each orbit makes a 55°
angle with the éduator. The radius of the satellite orbit is 26,560 km and it rotates
around the earth twiqe in a side-real day (Hofmman-Wellcnhof et al., 1997, aﬁd
Tsui, 2000). In other words, each satellite has a revolution time of | 1hr58min. Th;:
implication of this is that the satellite passes each point on the earth 2 min earlier
than normal time, and every day, 4 min earlier for the two daily rovolutions. -

GPS operates on the principle of spread spectrun)“} technology using direct
sequence code division multiple access (DS-CDMA). GPS satellites broadcast on
two dedicated carriers frequencies; L1 (1.57542 GHz) and L2 (1.2276 GHz)
(Leitinger, 198§; Brown et al., 1998; and Zémov, 2006). Each carrier frequency is
modulated with one or more pseudorandom codes. There are basically two types of
codes'vis-é-vis; the coarse (cle'ar)/acquisition (C/A) and the precision (P) codes.
The actual P q.ode is not directly transmitted by the satellite, but it is modified by a
Y code to obmin P(Y) code (Kintner and L_edving, 2005). The P(Y) code is

dedicated for military use only.
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The C/A codes are thirty-two in number with each hai./ing 1023 bit:s so that the
code repeats every Ims. The rece;vers contain replicas of each of the 32 C/A codes.
For a receiver to receive signal from a specific satellite, the entire L1 bandwidth of
the C/A code is converted to base-band, digitized and then sent to a correlator
chanpel (Van ]I)ierendonck et al., 1993; and Van Dierendonck, 2005). The
correlator compares the bit streams with a local C/A code replica of the receiver via
cross-correlation. If the C/A code replica synchronizes WIththe phase and repetition
rate of an incoming satellite C/A code, the correlator yields peak vallixe and the
receiver is tracked by the satellite. |
2.8.1 Control Segment /

The operational control system (OCS) consists of: a master control station and
lhrfae ground control stations. The main operational tasks of the OCS are: tracking
of the satellites for the orbit and clock determination and prediction, -timcla
synchronization of the satellites, and upload of thé data .messagg to the satellites. It
also gives Selectivity Availability (SA) to the bfoad‘";ast signals (Tsui, 2000). Aside
the operational responsibility, the OCS also perforrfls oth/er responsibilities such, as
procuremmﬁ and launch activities.
2.8.1.1 Master Control Station

The Iocation_ of the master control station was fﬁrmally at Vandenberg Air Force
Base, Cal.ifomia, but has been moved to the consolidated space operations centre
(CSOC) at Falcon Air Force Basq,_Colorado Springs, Colorado. CSOC colects the

tracking data from the monitor stations and calculates the satellite orbit and clock

parameters using Kalman estimation (Hofmman-Wellenhof et al., 1997). These
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results are then passed to one of the three ground control stations for eventual
upload to the satellitg:s. The satellites control and system operations -is also the
responsibility of the master control station, - = e
2.8.1.2 Monitor Station _ '

There are five monitor stations located at: Hawaii, Colorado Springs, Ascension
Istand in thf_: South Atlantic Ocean, Diego Garcia in the Indian Ocean, and
Kwajalein in the North Pacific Ocean (Hofmman-Wellenhof et al., 1997). Each of
these stations is equipped with a precise cesium time standard and receivers which
continuously measure pseudoranges to all satellites in view. Pseudoranges are
measured every 1.5 seconds and using the ionospheric and meteorological data.
They are smoothed to produce 15 minutes interval data which are transmitted to the
master control station. The above tracking network is designed to determine the
broadcast ephemeridgs and to model satellite clocks.
2.8.1.3 Ground Control Station

These statipns collocated with the monitor stations at Ascension ]sl;md in the
South Atlantic Ocean, Diego Garcia, and Kwajalein (Hofmman-Wellenhof et al.,
1997) are the communication links for the satellites and mainly consists of the
ground antennas. The satellites ephemerides and clt_)ck: information calculéted at the
master control station and received via communicatién links are uplbaded to each
GPS satellite via S-band radio link on daily basis. . |
2.8.2 User Segment

The intended purpose of GPS by the U.S Department of Defence is for military

activities (Davies and Smith, 2000), by incorporating GPS into: virtually every
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major defence system. It was envisioned that every. military aircraft, .shi_p, land
vehicle and even groups of infantry wou-ld have an apprf;priate 'éPS'reééivér 0
coordinate military activities.

The civilian applications came on board several years ahead of scheduic in a
manner not envisioned by system’s planners. The primary focus in the first few
years of the system’s development was on navigation. Today, GPS receivers have
proliferated in civil environments.» They are routinely used to conduct all types of
land and gecgdetic control surveys. Other major areas of use are for fleet
managemen.t and control. In the nearest future, GPS receivers would be mounted on
emergency vehicles with a central control system for easy coordination of
resources, similar technology is also in the pipeline for Air Traffic Control
management :vhcreby aircrafts can be laterally flown very close together (details
are provided in chapters three and four). The use of GPE; receiver in space research
has also grovfn substantially in recent times (Basu 1.978; Basu and Kelly, 1979;
Valladares et al., 2001; and 2004).

2.9 Total Electron Content (TEC)

Total electron content is defined as the line inteérgi of electron density along the
radio line of sight (l;OS) for any satellite-receiver pair (Fremouw et al., 1978). Using
dual frequency application, GPS receivers are capable of measuring slant TEC values
of the ionospheric path where the signal travels. For practical applications', the slant
TEC determined must l;e approximated to equivalent vertical TEC values- (Basn.J etal.,

2001), which forms the centre of our discussion under this section. The -dispcrsive

nature of the ionosphere made the estimation of TEC possible via dual frequency
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technology (Leitinger, 1989). TEC data are measured by using the carrier phase and
group delay measurements of GPS signals at L1 and L2 reported at 30 seconds
intervals.

The two frequencies suffer different delays as the signals traverse the ionosphere.
These delays show up as a difference in the pseudorange and phase infqrmation bot‘h
of which are determined by receiver with dual frequency technology (Dapdeker and
Groves, 2004). Carrano and Groves (2006) explained that the ionosphere being ‘
weakly ionized plasma imparts group delay and carrier phase ad_'ggnce on traveling
radio waves through the ionosphere. ’

Wiih investigations carried out by several authors (Fremouw et al., 1978; Burrell
et al., 2006; and Carrano and Groves, 2006), the extent of group delay and carrier
phase advance depends on the satellite elevation angle at the receiver zsite. ,
Observations at lower angles pass through longer path in the ionosphcre; than thosé at
high eleyation angles. Normally, "the TEC values are approximated into equivalent
vertical TEC values by assuming a thin shell ionosphere between height 350-400km ;
(Li et al., 2006; Carrano, 2007). The standard prac_tice is to define a minimum
elevation cut-off of 10° during TEC processing, so that multipath induced noisy -

measurements can be avoided. The group delay is expressed as;

kl .

& =403% [ Nds [of* I A

where I:Nds is the total electron content (TEC), f is the frequency of the signal in

Hertz and c is the speed of light in m/s (Leitinger, 1989). .
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2.9.1 Two Coherence Frequency Delay Correction.

Two frequencies that are widely spaced can be used for ioéospheric dela}y
corrections for navigation and ranging systems. This method is usually.adopted when
there is need to reduce effects of jonospheric time delay error to a practicable level

(Leitinger, 1989). For the two chosen frequencies f1 and f2, the two line delay errors

At, and Ar,can be represented as: L - v
At, = 40.3*TEC/cf} ; A1, =403 *TEC/ef | (2.16)
In applying this method, the operating frequencylis assumed as f1 so that 2 will .
be a lower frequency for correction purposes: For GPS applications, these frequencies

are conventionally expressed as L1 (f1: 1575.42 MHz) and L2 (f1: 1227.60 MHz)!

Thus, ’

(A1 = (K[)* TEC(/ f2 -1/ £2) | @.17)

where §(Af) is the delay differential correction .

. 1
o, = (£ 17 1) * 840y
The value of the delay differential correction can bell obtained from the difference of

the simultaneous measurements of the total range inq.lu'ding Zionospheric time delay at
the two frequencies. The term ( FH --])'I is the ionospheric scaling factor.
2.9.2 Phase Effect on Traversing Radio Wave

Theoretically, frequency can be expressed _g_si the time derivaliye of pilase
(Leitinger, 1989). Variations in the total number of’electrons encountered along the

signal line of sight (LOS) can result to Doppler shift. As radio waves traverse the

cam”
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ionosphere, th;:y experience change of phase that is advanced relative to its original ‘
phase in free space. The phase advance is defined as:
@ =40.3Q27)/¢f *TEC (radians) ' (2.18)
Thus the .Doppler_shift can therefore be expressed as: |
Af =(40.3(2::)/cf)*d(TEC)]dI_.A . 2.19)

For high ;rbit satellite where decimal changes iﬁ TEC are greater, the rate of
change of TEb is approximately 0.1 TECU per second (Leitinger, 1989). During
severe ionosphere conditions, variations in TEC are rapid enough to cause Dop’;l)lcr
shifts that impact severely on radio waves. During these periods, the rate o.f change of
TEC can rise to about 1.2 TECU per second. This canresulttoa Dopp-ler shift of over
| Hert.i per sg:cond even at GHz frequencies (Brown et{;ll., 1998), which may be
sufficient to at times rapidly spread out the spectrum of the received signal in a
manner that n;ay cause the receiver to lose lock (quw‘n et. al, 1998; and Dandekar
and Groves, 2004). Brown et al. ( l998)ugave explanjatior;'s that ‘the remedy to this
problem is by designing receivers with correlators to cope with the fast variations of
frcquencie§ that do arise fr0|;1 phase scintillations. f

i : .

293 Estilyati_on of ionospheric TEC Using GPS Receiver

Dual frequency GPS receivers are capable of generating two delay observables
for each satellite being-tracked: pseudorange delay (P) and carrier phase delay (®@).
Each obse}vable is acquired at the two GPS carrieru frequencies, L1 (fl: 157542
MHz) and L2 (f1: 1227.60 MHz). The frequency difference phase delays provide
very precirse measurements of TEC changes but contain an overall bias that is '

b
associated with integer cycle ambiguities (Mannucci, et al., 1998; and Carrano and
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ARG Groves,.2006). The frequ.ency difference pseudorange data provide an absolute.
measure of -total ionospheric delay between satgllite and receiver but have
significantly more multipath and system noise than the phase baged data (Burrell et
al., 2006). In addition, the pseudorange delays are biased by interfrequency delays in
the “satellite and receiver hardware. Manucci et al. (1998) in their investigation
inferred that nrmltipath induced error on rece_iver meaSLl-‘l'é;nénts depends on the total
electrolmagnetic field of the surrounding.

Our éxplanalion in estimating ionospheric TEC follows closely with the
approaches of Van Dierendonck (2005) and Carran6 (2007). In terms of the
pseﬁdorange measurement on 1.1 and L2 frequenéies, TEC along the LOS tb each
Gf’S satellite can be estimated as follows;

N ! :
o TEC, = A{P,~ P]~[B, + B,)+ D, + E,} (2.20)
- . : ' '
_where F= Pseudorange on L1 (ns)
P,= Pseudorange on L2 (ns) .
B, = Receiver differential code bias (ns)
B_= Satellite differential code bias (ns)
D, = Differential psgu;jorange multipath error (ns})
'EﬁDifferential pseun;iorahge measurement noise (ns) - : T
" The constant A and B that give TEC, in units of TECU (I TECU= 10% el/m?) are:

A=2.854 TECU/ns and B= 1.812 TECU/LI cycle.

Measuring TEC using pseudoranges involves determination of the hardware

"\ﬂ, differential code biases, B, and B then subtracting them from the differential
. N 1
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pseudorange measurement, Accuracy in the measurement of TEC using the _
pseudbrange alone is usually limited by the multipath and measurement noise terms
which are difficult to model and can exceed those of ._the phase by an order of a
magnitude or more (Cérrano and Groves, 2000). “ |

An alternative way of estimating TEC along satellite LOS involves the carrier
phases on the L1 and L2 frequencies as follows:

TEC, = B{L1-(f/H)L2)-IN, + (£, LN, )+ D, +E,} -2
where L]= Carrier phase on L1 (cycles)
L2=Carrier phase on L2 (cycles)
N,= Integer ambiguity of L1 phase (cycles)
?Vz = Integer ambiguity of L2 phase (cycles)
D, = Differential phase multipath error (cycles) =
E, = Differential phase measurement noise (cycles)

Measuring TEC using tht; carrier phase is generally more precise in that muI;ipath
error and measﬁrcm;:nt noise are smaller and may be neglected. The disadvantage is
that the integer numbers of accumulated cycles of phase for frequency N, and Ny, are
unknow:n and changes dramatically after each cycle siip {Makela et al., 2001).

Standard practice for estimating TEC using dual frequency GPS receivers
combing thé strengths of both pseudorange and carrier phase approaches (Fremouw et
al., 1978). The calculation performed by GPS receiver in real-time is based on the
phase formulation- with the multipath and noise terms ncglect;:d, while the
pseudoranges are used to estimate the unknown number of accumulated bhase cycles.

The method proceeds by defining the calibrated TEC as equal 10-the relative total
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electron content TEC, minus the satellite and receiver differential code biases.
Carrano and Groves (2006) gave the calibrated TEC as,
TEC =TEC, — A(B, + B,) - (2.22)

The relative TEC is determined from the differential carrier phase.and a filtered

D i

combination of different pseudoranges and cgrrier phases, such that;

TEC, = DCP+(DPR-DCP) . L en)
where the differential carrier phase DCP and differentiél pseudorange DPR are
defined in ;units of TECU (Carrano, 2007) as,

L DCP = B[L1-(£,/ £,)L2] h (2.34)
; - .
‘DPR=A[P,-P] | (2.25)

The né_)tatfon ( ) indicates an average taken over a phase connected arc

ARC
(between successive cycle slips). Once the relative TEC has been determined, -
subtraction of the satellite and the receiver differential code biases yields the
calibrated TEC (number of electrons encountered along the satellite;reéeiver LOS)
via eq (2.25). o

The equivalent vertical TEC is estimated by the principles that slant rl;EC dep’énds
on the elevatidn angle. If the single layer approximatic_m for the ionosphere is Q:i'id,
and iﬁ absence of spatio-temporal density gradients, then the verticalized TEC from
each -satellite should be the same (Carrano, 2007). At low to mid-létitudes, this
condition 1s most closely met just before local sunrise, although there are cases where

the ionosphere is highly structured even late at nights so that this assumption remains

valid (Carrano and Groves, 2006).
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The receiver bias is usually estimated once per day using data collected between
03:00-06:00 LT. Given the relative TEC, the satellite bias for each link, the satellite
elevation,' € and the ionospheric height, h, then, the verticalized TEC becomes a
function solely of the receiver bias.

]"IL"C',,(B;).= [}'”JE:TC‘.f - A(B, + ES)I/M(s,h) ‘ : (2.26)
In the above equé;tjon, M(e,h) is the single ]a}_rgr mapping function of the
ionosphere, defined as,

Mg, h) = sec{sin‘I [(R,cose)/R, + h]} : (2.27)
where R, is the earth radius in km, and & is the elevation angle in radians; The
ionospheric height h is unknown. Burrell et al. (2,006).' gﬁve a model 'for. determining
the height. Alternatively it can bé, held fixed at a value represeniative of typical
conditions. A height between 300-450km has been proposed by Fremouw et al.
(1978), Carrano and Groveé (2006), and Burrell et al. (2006).

2.10 Scintillation |

The presence of irregularities is the main cause of sc’;i,rjtillations on GNSS signals.
On phenomenal days, the ionosphere is usually characterized by irregulariti.es on vast
spectrum of scal_és. .Ionospheric scintillation is characte"rized by rapid :ﬂuctuation_s in
the amplitude and phase of signals due to variations in the local index of refraction
along the propagation path. Intensity scintillation is a purely propagation effc:c_:tr that
arises from a combination .of focusing/defocusing and  diffraction pattern
development. Consequently, the spectrum of intensity s.cintillations is limited at the
low-frequency end by Fresnel filtering phenomenon. The extended nature of 'the

phase spectrum and Fresnel cut off of the intensity spectrum require that scintillation
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be defined on the basis of amplitudé scintillation index, S4 and phase scintillation

index o, (Briggs and Parkin, 1963). -Equatorial: (Aftica) intensity scjrntiilalion s -
¢ . ' :

seasonaily dcpendént and it is limited to local night-time houss {Doherty et al., 2004).

¥

.,

* Briggs and Parkin (1963) defined amplitude scintillation index, Sy as the standard

deviation of the received signal intensity normalized to the mean intensity. Similarly,

the phase scintillation index “sigma phi”, (a¢), is the standard deviation of the

received carrier phase. In practice, the phase and intensity of the received signal are
smoothed by means of high/low-pass sixth order (pole} Butterworth filter with a 3dB

) ) ¢
cut-off at 0.1 Hz (Fremouw et al., 1978; and Van Dierendonck et al., 1993). The

basic process of smothering is known as detrending. It implies passing the received

3 B .
signal through a coherent Automatic’ Gain Control (AGC) circuit which forms an

integral part of the receiver.

2.10.1 Phase Scintillation, o,

Traditionally, phase scintillation 64 is monitored by estimating the standard

deviation of the phase,' in radians, of the signal from GPS satellite at the receiver site.

E—

The standard practice requires that 64s are computed off-line over 1, 3,.10, 30 and

- 60sec internal in every'GOSec. These gys data are individually‘ averaged over the 60sec

pg‘,riod, so that the five o,s data are stored and displayed for each satellite on sight by
the receiver through thgir pseudorandom noise code number (PRN), azimuth,
eI‘evation angies and the site’s earth coordinates;(\fan ‘Dierendonck, 2005). For
pr;actical analysis, the 60sec 6y (Gy0) .i_s often usé:d. Ind‘ detrenEi_ing th\e“ ra_ﬁ phase

lﬁéasurements, a high pass filter on a modified baffldwidth that may be individually

varied between 0.01 to 1.0Hz is adopted to remove slowly varying systematic effects
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due to satellite motion clocks selectlve avarlab:llty (SA), and the troposphcre ;
(Thomas etal 200])

1 hc raw dctrendcd data are normally recorded at a sample rate of SOHz (implying

that 3 000 detrended phase data are computed over 60 sec mtervals) In'modemn day |

: measurements, an Oven Controlied (}rystal Oscillator (OCX0) 1s incorporated into

GIPSTreccivers to minimize phase noise effects of low leyel phase" scintillation which
the prevrous Temperature Compensated Crystal Oscillator (TCXO) usually

compromlses (Van Dlerendonck etal, , 1993).

: 2.10.:2 Amplitude Scintillation, S,

Amplitude scintillation, S4 is mopitored by evaluating standard deviation of the
received signal intensity normali'zed to the mean intensity. This is done by measuring
the signal intensity of the received.signal power in a manner that is devoid of |
ﬂuctqatio-ns-i with noise power, and it is oased on signal-to-noise ratio (Van
Dierendonck et al., 1993). The received signal power varies due to errors arising
from changing range, antenna patterns and multipath. This is minimized by filtering
the irltensity measurements in a low pass jﬁlter. Because S, index is usually
normalized, the receiver’s absolute gain is unimportantvas long as it is relatively -
constant durmg ‘the detrending penod It is also important that the intensity

measurement is lcft linear with respect to the signal power over the entlre range

'
-

mcludmg deep scmtlllatlon fades

A
At GPS frequencies; it becomes iq‘%poﬂant to remove ambjent noise effects on the
' X ' i ‘ ) .
measured Sq index. The S, index values are normally computed over 60sec intervals.

in the lonospheric Scintillation Monitor (ISM), S, values are usually- stored and

i
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displayed for each satellite being t;acked using their respective PRN numbers. Theﬁ
ambient noise effect is removed by estimating the averﬁgc si.gnal-to—noise ratio over
the 60sec interval, and using the i%stimate to deferﬁine the expected S4 due t:o ambient
noise (Thomas et al., 2001). In the absence of s‘cint-illation, S4index has values that he

below . 0.05, while value of 1.0 indicates 100% Scintillation occurrence (Carrano,

- 2007). The amplitude scinti{lation index can be defined as:

-

-'3.'. | — 3 ] - : , R
S, = M - = @)

where | represents the signal intensity (amplitude squared). The scintiliation .index

may be interpreted as the fractional fluctuation of the signal (e.g. S, = 0.0 indicates

no modulation whereps 'S, =1.0 indicates 100% 1modu!ati0n). Worst case of

v
Fl

amplitude scintillation is éxperienced at GPS frequencies during higﬁ solar period,
with fading depth of about 20de in equatorial latitudes, especially during equinox.
Obviously, scintillation depth iq excess of 20dB has potential capability of
undermining GNSS berfonnance‘
2.11 Differential GPS

For safety-critical implementation of GPS for aviation applicationAs, there is need
for enhancement in accuracy, availability and integrity of SI gnals. This is achieved by
augmenting GPS satellites with geostationary satenll.ite's. These satellites haye ranging
capabilities like the conventional GPS satellites, and are equipped with dedicated
packages to transmit Wide Area Differential GPS (WADG) corrections and integrity
rﬁessages. Differential téchnicjﬁe“ rely on one o__r_nﬁore reference staﬁons at well
known locations for ranging ;nwsureﬁents, comparing them wi‘lh. thgir known

ki
t
i

57



e,

Jocation. computing satellite location and residuals. These residuals represent the
ranging erTors. Genera’l]j, they lump together the satellite clock errors, orbit errors,
and propagation errors, including multipath (Kintner and Ledvina',l' 2005). The
ranging etrors are then broadcast to mobile receivers for pseudorange correclions
purposes. The accuracy of this concept depends on WEether the reference receiver
and the m_obilie receiver have common error sources or not. Also, differential systems
are usually ﬁséd to aid single frequency receivers.

Most regions of the world have launched their geosynchronous satellites to relay
dlfferenllal correctlons to receivers, and many of them are on the L1 frequency and

h

C/A codes. In the U.S,, the Federal Avnatmn Administration (FAA) has developed

. Wide Area ‘Augmentation System (WAAS) for differential corrections on GNSS

- systems with the view of guiding aircraft on approach with vertical guidance in the

[

" North American airspace (Ddherty et al, 2001, 2004; and Van Dyke, 2001).

Development of similar systems, the European Geoslatlonary Navigation Overlay

Services (EGNOS) via Galileo satellites are ongoing in Europe, and in the Pacific,
and in parts of Asia; Multifunctional Transport Satellite Based Augmehtation System

{MSAS) is in development.

These are intended to provide continuous global coverage for aviation users. The

3

- quality of corrections depends on space environmental factors with tendency to

sacrifice validity in equatorial/low-latitude zones during challenging ionospheric
conditions. * Under these conditions, reference receiver spacing, real-time
measurements of ionospheric gradients and scintillations are essential factors to

te

consider for a robust system.
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CHAPTER THREE

3.0 MATERIALS AND METHODS

The basic tool for this investigation is numerical modeling and comparison with
experiménl‘al observations. The wérk was approached in two parts: The first part
explores the physics of the medium of propagation (io;msphere) fqr
transionospheric (saterlfite) radio signals,'and consequently, t.he impairment that the

medium imposes on the traversing signals, especially during disturbed days. Under

the numerical modeling, a nonlinear dynamics model is used to investigﬁte the

growth and evolutlon of |0nospherlc |rregularxt1es Thcreaﬁer phiase screen model
is used to af firm the dependence of ionospheric lrregularllles layer’s thickness on
the performance of traversing radio waves. In a view to establishing adec.]ualc
theoretical fore-understanding of the equipment (GPS), - we elucidated  the
operational principles of GPS, especially on how it fixes its user’s position using
numerical approach.

The second part is on exber_imenta] observations at some stations within the

equatoriai (Appleton) anomaly. Nigeria is on close geomagnetic latitude with these

stations; hence, data from these stations will characterize excellently the ionosphere

over Nigeria. Tﬁese stations ére: Nairobi (1.28°S, 36.83°E, dip lat: 26.20"S)
(KENYA], Ascension Island (7.90°S, 14.42°W, dipl lat: 16.00°S) [SOUTH
ATLANTIC OCEAN], Sao Jose dos Campos (23.20°S, 45.90°W, dip lat: 17.60°S)
[BRAZIL]. The basic equipment is the GPS lonospheric Scintillation and Total
Electron Content (TEC) Monitors (GISTMs), which are under the coordination of

the United States Air Force Research Laboratory at Hanscom, Massachusetts, and
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lastly a station located at Jacamarca (11.95°S, 76.87°W, dip lat: 4.00°S) {PERU]
which measured the Spread F records on a phenomenal day. The  first  three
stations observed scintiilation effects on traversing GPS signals and simultaneously

characterize the ionosphere by measuring the total electron content (TEC) of the

‘ionosphere. The TEC records from the Nairobi station.was used to further tustify

the second peak electron production after sunset which is due to recombination
processes. The imposed noise due to scintillation on signals was observed by the
Ascension ]slar_ld, Sao Jose dos Campos, and Jacarnarca stations. Whén the
scintil!atidn effect is so deep,l it can cause fading effects of thg order of ’22dB—Hz
and abc:ve on signals. We investigated the irﬁpacts of such deep fades on GPS-
based aviation applications in terms of continuity and availability. Finally, we

showed how this technology can be used to enhance aviation safety in Nigeria.

. 3.1. The No‘ﬂlinear Dynamics Model for Mapping lonospheric Irregularities

" Growth and Evol_ution - c e

L

The formation.of i';'regularities in thf: ionosphere has been studied (Woodman
and Lé Hoz, 1 976; Basu and Kelly, 1979; Kelly, 1989; and Ray et al., 2006) ta be
related to vertical upwelling of. ExB drifts of ions and electrons in the region of
plasma depletion, resulting in lower perturbations through processes of nonlinear
dynamics .(Huang 1975; Hudson, 1978). . | | ’

The approach of Keliy (193'39) has been modified to obtain the diflerence
eq"uation. It is believed that energy flows from eddy to eddy across the spectrum of

irregularities (Ishimaru, 1977), resulting in nonlinear processes (Hudson, 1978: and

Ba'su and Kelly, 1979). In the study of radio propagation through random media, it
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is conventional to define random functions in terms of four-dimensional Fourier

4

transform pair (Yeh and Liu, 1982; and Zemov, 2006).

cEn =[] T\P(E,m)exp[w(i F ~ wt))dkdw | .(.1a)
Ck,0) = (2;)4 jj f I‘I‘(F;I)exp[—-i(E F ~an)ldFdl (3. l'b)

Where £(r,t) and ‘l"(l;,a)) are Fourter transform pair of the two random functions,
k is the wave number and @ is the angular-:l‘requency of the wave reé"pccliv‘ely..

In practice, the integrals in egs. (3.1a & b) are riot always convergent. For
instance, if the random fun;:tion &(F,1) is statistically homogenous, its spcct.rum
depicts delta function behaviour (Zernov, 2006). In contrast, correlation function
spectra arc in general convergent in the mean-square sense (Yeh and Liu, 1982;
Kelly, 1989; and Davies, 1990). ..

For mathematical convenience, we attempt to express the colrre|ali0n function in
two-dimensional form, such that the correlation function now becomes entirely
spatial. Using eq. (3.1a) and expressing the correlation fun;:tion in the mean-square

sense but in two-dimensional form:
(¥, B =] (E(fc‘,).? '(Ez))exp[f(fc'. ¥ —k, - )]dkdk, (3.2)

It is important to note that the random function and its conjugate inside the

integrals have tildes placed above them. This denotes that these random functions

i - - . - . . b ‘ ’
. are zeto-mean functions. The intensity of the spectrum of these functions can

i

therefore be written as:

gz,
=)
—

T
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L =|F (/’c’)]z = (SR ) explick, 7 -k, )] (3.3)

Therefore, eq. (3.2) can be re-written in a more concise form as:

(vGi)=[frdd o

- - !
where & =|€| = [k2 +&2].
Assuming the irregularities are isotropic and are in the plane perpendicular to
B= Ba,, then, ]t(l_c.)=]k(k). The two-dimensional spatial correlation function

W,.(r,r,) can be used to define the statistical properties of the ionospheric

irregularities. In other words, the extent of spatial correlation depends on the extent
of irregularities fluctuations in the ionosphere.
We can therefore express eq. (3.4) in terms of the total ionospheric irregularities

density fluctuation strength:

.

((AN/N)Y = JTI* (k)dk - (3.5)

Kelly (1989) used eq. (3.5) to derive a differential equation for 7, (k) which

describes the flow of energy in the system as a function of &£. He explained that

encrgy flows nonlinearly from eddy to eddy through the spectrum. At the end of his

derivation (see Kelly (1989) for details), this differential equation was obtained. .

d ki
E};(kdlf"z]oc -V_'f(A — Bi?) (3.6)

&

where A is the growth parameter, B is the damping parameter and V, is the drift

velocity of electrons across eddies.

62



:Kﬁ H

N\

1

.

'

From eq. (3.6), it is obvious that the LHS defines the gradient of the two-

dimensional spectrum for the density fluctuation of the irregularities, with a

nonlinear Fac;,lor(A - Bkz). This study modifies equation (3‘6) to:
Koyt = const(1- pX?) (37
where X = (k‘],f"z) and p= B/Akp (k, = k°I)) . P is a parameter that is strength

4 -

e
-

related. The motive here is to obtain numerical approxim’alion for the difference eq.

(3.7) through a numerical process. In doing this, we assumed a simple case where

i
the constant in eq. (3.7) is set to unity, such that:

Xn+l 3]—])}(3 (3.8)

The diﬁ'erencse eq. (3.8) is numerically evaluated using iterative technique wi;h
an initial guess of 0.01. A FORT'RAN code was developed to solve the difference
equation. Large numbers of iterations in several thousands are carried out in order
to solve the difference equation with the last hundred of iterations retained while
others are discarded. The reason for this is that the behaviour of these irregularities
t;n long-term basis is of interest and this behaviour can or{ly be made clear by these
IOng-lenn iterations. ' ~

Vic_:wing eq. (3.3) comprehensively, it becomes obvious that lhis. equation
defines the gradient of irregularities drift in lhe- ionosphere (Basu, 1978). In
carrying out the rlmme_rical computations, it is assumed that this gradient is bounded
\;;ithin plus and .milnus unity, thatis, X, =1-pX? X &[l—1] .As breviously

n

mentioned, p is a parameter that is related to the strength of the irregularities. This

v

parameter was varied from 0.1 through to 2 with incremental step of 0.1. For each

&
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p-parameter, ten th;::usand iterations were carried out w_ith the last hundred retained
while the first nine thousand nine hundred iterations dii:»c;lrded. After 'the entire
iterations for all values of p-parameters, the gradient of the irregularities drift was
plotted against p-parameters as shown in Figure 4.1. The figure shows a map Pf’
nonlinear regime of the evolution of ionospheric irregularities.
3.2 Mutual Coherence Functions and the Phase Screen Model

In this section, phase screen model was used to refate the statistical properties of
the traversing signals through the ionosphere {o the statistical charactefislics of the
irregulari;ies' especially those of equatorial origin. Usually, the s'catyering
experiencizd by a traversing radio Qave through the ionosphere is random and in
forward direction (Ishimaru, 1977), which also causes’t‘}qe tolal.:.elecfrm‘l conte;n
(TEC) to fluctuate irregularly. To study the effects of random scattering on transient
radio wave through the ionosphere, it is relevant to employ some statistical tools
(Gherm and Zernov, 1998). To this end, a method is adopted for a situation when
radio waves at different frequencies are simultaneously transmitted fr(;in a saleliiie
through a slab of irregulalrity. that is bounded-l.};);'an’ infinite random screen to a
receiver located below the ionosphere, so that the initial stochastic field is given at
the boundary.

The correlations between these frequency components after emerging from the
irreg;‘u‘larity slab to free space eﬁvironment where the receiver is located, are of
interest. For sim_plic%ty, two of' these frequencies are considered. The usual

Helmholtz’s wave equation is used to obtain the approximate parabolic equation

fBijukov et al, 2003). In turn, under the Markov random process and parabolic
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o
equation approximations, two frequency and two position mutual coherence
functions are derived using t;he principle of moments. This section is characleriied
by several mathematical apparatus, and they have been applied in their simplest
forms. The physical ideas implied by their solutions are of interest and they are
thlerefore better stressed.
3.2.1 Complex Amplitude of the Traversing Wave

The préblem was motivated by the fact that the radio wave that traverses the
ionosphere suffers various distortions and conseqilent!y degradation of the output
signal at the receiver located outside the ionosphere. This effect is not unconnected
with the interaction of the traversing wave with thg-irregularity structures of the
ionosphere winich introduces stochastic behaviour on the wave at the bqundary of
the ionosphere before its exit to free space below. The problem is formulated by

using the geometry of Figure 3.1.

To Tmansm tterat -
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o= - L] ‘EI: ? uooao 42,
’O boo o° ? ? 00 < <
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Figure 3.1: Geometry of the lonospheric Slab

A portion of the ionosphere is assumed to be a slab of random electron density

irregularities with thickness L. A time-harmonic wave is incident on the irregularity
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slab and then received at a receiver located near the ground at point (p,z) where p

is lhe.transvel.'se coordinate. These irregularities form scatterers that cause the
incoming wave to experience forward scattering. It is also assumed that the
irrchuIarity slab is characterized by a dielectric permittivity with a random function
of position and time (Strohbehn, 1968; Wernik et al., 1980; and Zernov, 2006). This

can be represented as:
e(F.0) = (e)e, (F) + £,(F.0)] (3.9)
The simplest case will be considered, where g{;(F ) will be set to unity and the
irregularity assumied to be of large scale i.e. 4/, > 27 which implies thatkl_>>1.
& = (&)l +£,F.0) (3.10)
where (£} is the epsemblc average of the background dielectric permittivity which
for the ionosphere |s given by:

(5) = (1- @), [0)s,

-

(3‘”).

We must bc reminded that eq. (3.11) is related to thé refractive index, # of the
background ionosphere by, =1 —a)f,o /(02 (Ratcliffe, 1972; Beer, 1976; Budden,

1985).
The dielectric permittivity in terms of three-dimensional (3-D) ionospheric

electron density can be expressed for cold collision-less plasma as:

*

aoll N, (7F)+ AN, 1)

- (3.12)
me, o

In eq. (3.12) the full electron density has been written in two parts, the first part

(N(7F)) is slowly varying in space distribution in the background ionosphere while
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—~ the second term (AN(F,f)) represents ﬂu_ctuations of the electron densily in space
- and time, though the time dependence is assumed to be s1<)/\;\fly var;ing.r Tl.ie term IS
therefore taken as a zero-mean random function, in other words, it fulﬁl.s:
{(AN(F, 1)) =0 (3.13)
Physically speaking, the fluctuation term (AN(7,f)) in eq. (3.12) is slatistically
inhomogeneous because the extent of fluctuations is factored on the |.n.agnitude: of
the electron density of the baci:l»:'ground plasma. It is therefore more physicatly

relevant to re-write the equation as:

_e€N,(z) e'N,(2) AN(F,1)

£=1 2 2
me o me o’ N (z)

(3.14)

Eq. (3.10) can be substituted into eq. (3.15) to yield:

"
& ' o2, [0 [AN(F,0/N, (z)]} |

— £ =(€> |- ([_a)in/a)z)

(3.15)

Comparing eqs. (3.10) and (3.15), the fluctuating part of the dielectric

permittivity can be expressed as:

(@2, /e ANGENDIN (D]

]—(a)fm/ml) (3.16)

- &P )=~

w,, is the angular plasma frequency of the background electrons, with density,’
N,(z), and @ is the angular frequency of the incident electromagnetic wave. ¢, is
the permittivity of free space, e is the electronic charge and m is the mass.of an

. electron. The background electron density N, (z) is a function of height with a

typical scale height, / . The percentage electron density fluctuation (AN(F)/N,(2))

t

is assumed 1o be homogenéous random field with a typical inner scale size /. For
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ionospheric propagation, the scale height is comparatively large when compared to
the inner scale size of the irregularities and the inner scale sizc;‘ is in tL;r(n
corﬁparalively large when compa}é:d to the wavelength of the incident wave (Liu
and Yeh, 1982; and Kintner and Ledvina, 2005). This suggests that the most

significant scattering process in the ionosphere under radio propagation is the

forward scattering. As seen in eq. (3.16), the level of fluctuations experienced by

the background ionosphere for a wave propagating at an angular frequency, @

increases with refractive effects.

In many cases, wave propagation through the ionosp'l:;e;"e cén be described by
the Helmholtz’s equation for a component of the electromagnetic field (Liu et al.,
1974a, 1974b, Wernik qt al., 1980; Kintner and Ledvina, 2005, and Zernov, 20062.

VE+ke(F,NE=0 | | | (3.17)
v25+k2[|+sliﬁ,:)]E=o, 0<z<l (3.18)

The solution of eq. (3.18) is of the form expressed below, which is a wave

propagating in the negative z-direction.

E = u(F)exp(- jkz) ' (3.19)
wh‘ere u(7) is the complex amplitude of the wave and the_;time dependent term has
bef.:n omitted.

Eq. (3.18) is a partial: differential equation with random coeflicient ‘lhat
produces a suitable solution upon which scintillation .theories can be based.
Unfortunately, the exact solution of eq. (3.18) seems impossible, hence, there is

need to settle for series of approximations to achieve an applicable results -

(Sreenivasiah et al, 1976, and Ych and Liu, 1977). Eq. (3.19) can be used to
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axis. Eq. (3.22) is the so-called parabolic equation approximation whose derivations

modify eq. (3.18) in terms of the complex amplitude. Here, the intention is to adopt '
a simple case of an incident plane wave that is propagating along the z axis of the
parabolic equét'ion such that the transverse parts of the axes are suppressed in the

process of solving the second-order moment equation (Bitjukov et al., 2003):
Fu_y

P 2jkg+\7flu +ke(F.Ou=0 (3.20)

The order of magnitude of the first two terms in eq. (3.20) can be approximated

és follows:
cu U
-2 jk o~ =2 jh—
M T
Pu  u
oz’ 15_2

" Therefore, the approximation of these two terms is,

L . o
-2_,'_k@‘-+a—’2’~—2jka—” (= (321)
L0z oz ‘0z 2 jki;

From ed. (3.213, the contribution of the second order derivative of u is small for

the large scale irregularitics and therefore negligible. Then, we can finaily obtain

the approximate eq. (3.22). -

-2jk%:§+ Vit e Fou=0, 0<z<l (322)

-~ -

This approximation that assumes the neglect of the second order derivative in z

is known as the quasi-opt:ics or parabolic equation approximation. The physical

implication of this is that the wave is not expected to undergo reflection on the z-

"

in terms of moments are used for scintillation theories and shall be taken as the
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starting point for the problem. V2 = 3*/ax? + 3/3y* (i.e. the transverse Laplacian

operator).

If eq. (3.19) is re-written so that the time-dependent term is retained, then,
[l

E(F,0) =.u(F,m)exp( ja){« ~ j kdz}. (3.23)

r

where u(F,w) is the complex amplitude as a function of position and angular

" frequency, represented as, u(F,w)=cxp¥(F,w). Under the usual assumption of

neglecting the depolarization e'ﬁ'é(_:t of the field and adopting Wentzel-Kramer-.
Brillouin (WKB) ‘solution, the éomplex amplitude of the wave apprqximalcly
satisfies the parabolic equation. Eq. (3:23) is a monochromatic wave equation. In its
stead, a non—monoéhrohatic wave may be introduced b:;u_.assum_ir[_ng that“ a signal

~

with Fourier amplitude A(@) is incident on the irregularity slab and later arrives at

the receiver. Then, the signal can be represented by:

P(F,0) = jf:A(w)::(#,w)exp(Uw{t - Jj[(e(;»]‘i dc/c}))dw (3.24)

T

where % =w((5))5/c (ké =kf,,:(£)=(w/c)2(£)) and 4‘, is the normalized
coordinate for the z-axis.

Starting from the parabolic eq. (3.22), it is possible to derive a closed set of
equations for the statistical moments of the field u, by using characteristic
functional derivatives (see Lee, 1974 and references therein for details)_. Introducing
the principle of general moments to the complex amplitude u(p,z,k) where the
frequency of the wave is explicitl).f represented by tl;é';ai*gumeill k (the wave-

number). For convenience, it is belter Lo express the ficld of the complex amplitude
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as function of two arguments, hence, 5 = (p,k) is introduced so that the field can
now be exﬁressed as u(5,z). It is worthy to note that the functions under
considerations are complex random functions and are statistically 2r-dimensional.
'l‘his’ impllies that two correlation functions will be dealt with simultaneously.

From eq. (3.24), it is easy to note that the contributgry effect of the background
dispersive proi;ertieslon the signal is mainly in the CX[;oﬁcnlial factor’ while the
effect due to random scattering falls within the complex amplitude u(r,w) which
satisfies the parabolic ecquation. In essence, statistical properties (intensjty
ﬂuctualion, probability density, correlation etc) of signal P(.F,t) can be dgﬁned
upon the statistical characteristics ;;)f the complex ampli_tude.

3.2.2 Derivations and Solution of the moment Functions

The mnth-order moment of the field is defined by Lee (1974) as;

L (2,5,5, ,.'s;m;.?,', .......... 5) = Uty PTIR VAU u'y  (3.25)
where u,.:-= u(._s",.,.z) and o) = u(5,z). ' P N

Lee (1974) and, Yeh and Liu (1982) showed that the general'mdmenl for the

field satisfies the following equation, where &, is the wave-number of the

background plasma.

3 8% v oy 2 -
31",,1 2,5 8538 e ,50) = A T hﬂ__t_ _________ 27_ r
oz L 2| & k., Kk k! )
__!f;_’"_ izm:AﬂN(p p)) ZZ[AAN(p pJ')+AL\N(pj )} ZAAN(E):—/-).;’) -
8 i=t j=1 k;kj i=l j=I k,-k;- =l =t k:k; ™
(3.26)
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Vf = 62/617,.2 +82/8yf‘ and V'f = 6’2/6x;.2 +62/6y}2 . Eq. (3.26) is the general set .
of equations describing the behaviour of the higher'étali;;tical moments of Lhe
scintiliating signal. This set of equations was first used to develop a multiple
scattering scintillation theory for the ionosphere by Liu es al. (1974a). For a

condition where A,,(-) in the last term is set to zero in eq. (3.26), the equaltion still

remains valid but now defines statistical characteristics of the signal outside the
irregularity slab i.e. for z> L. s
I‘or the purpose of this work, attention shall be on the two second-order moment

functions that will be defined aé:

F(p.z,0,0,) = (“(5iszawl)“.(ﬁzsszz)> = <cxp‘lr’([5],z,(o,) "eXp q’.(ﬁzsz!wz» = (1)

(3.27)

I (p,z,m,0,) = (u(ﬁ,,z,a)!)u(ﬁz,z,wz)) = <exp‘}’(ﬁ,,z,a)]) -exp ¥ (;32,3,(1)2)) = (u,u,)

(3.28)

The wave-number in the argument has been replaced by the two angular

- &

frequencies @, and @,. I" and T in egs. (3.27) and (3.28) denote symmetric and
anti-symmetric two-frequency mutual coherence functions respectively. @, and o,

are now the two angular frequencies that satisfy the mutual coherence functions.
3

The statistical characteristics of signal P(F.t) in eq. (3.24) can be derived using
quantities I and T . The intensity of a pulse at the receiving points is defined as
| P(7,1)| *, and ¢an be. further represented in frequency domain as the ensemble

average of the product of the signal and its conjugate:

POP'O) = [ [ (@) (@)1 0,2,0,0,))-exp(ja {r - [enk dg/c}
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~fw,,{r— [ [<s(¢)>]%fd§/c}))dw.dwz (329

In eq (3.29), the integral of the type of eq. (3.24). is now integrated over (two

frequency domains with the mutual coherence function appearing naturally. In

~ constructing the mutual coherence function, we must account for at least second

order moment, approximation of the complex amplitude. The mutual coherence

function is the effect due to the ionospheric electron density fluctuations. In the

absence of fluctuations, the mutual coherence function in €q. (3.295 is set (o unity.
Another important assumption is that under forward scattering, the field at any

height z obeys the property of “dynamic causality”, that is, the field at any height z

depends on the property (fluctuating dielectric permittivity) of the medium only in

the region that lies before that height (z, <z ). Mathematically, this is-expressed by

defining the correlation scale "of the fluctuating dielectric permittivity of the

‘medium in z direction in terms of dirac-delta function in z. This approximation is

known as the Markov random process approximation (Lee, 1974; Yeh and Liu,

1982; and Zémov, 2006). The physical implication of this assumption is that, if the

‘wave propagates in a distance much greater than the longitudinal correlation

distance of the fluctuating dielectric permittivity of the random medium, the field
will vary only in a very minute correlation scale &o"i'"' f.he-:ﬂuctuating dielectric
per_mittivity in z direction.
B(p—Pyz~2,) = A,(p— P)5(z~ 2,) (3.308)
Therefore, undgr Markov random process approxirpalion, the irregularity

correlation function and the irregularity spectrum have a Fourier transform pair of

the form:
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AP)= [ Bp.g)ag =2m[ " [0 (k, 0)expUk, - p)dk,  (3.300)
| (Yeh and Liu, 1982)

where A, (p) is the two-dimensional .Fo'uri_er transform of the irregularity spectrum,

-

B,,(p,&) is the correlation function- for the irregularity slab, G}M(I_c;,O) is the

power spectrum, defined in inverse power law as, ®(k,,0) « (l + kZL/szpn . pis

the spectra indgx and l_c.l is the wave-number for the transverse coordinate
- ’ ¢
(Ishimaru, 1977). ;

From eq. (3.26), the following set of equations can be derived for two
f

frequencies.

o vi-kvele kL1 2 s
O YRR el D L g (- g =0 3.3!
oz 1 2kk, . 8 | kiz k; wn0) kik, () ( )

For convenience, the ionosphere is assumed to be isotropic, hence, it can be

: 2 g2
assumed that V| = V.

ar  (k-k)o,. Kl(2+&2) 1 2 '
I e Sal R Y S 40— a,mlr=0 332
4 j( %kz} e | O AT =0 63)

Simitarly, for the anti-symmetric function,

U (ky=koam ko |(RE4EY, 2 | '
a2 AT 20 4 (0 —— A =0 (333)
Oz j( 2k k, ) ' 8 ‘ ‘]"lzkz2 ) kk, () . 39

; | 1 '
where ,vk‘ =a),[(£(w,))]i /c and £, =a;2[(a‘(_a)2))]i /c. Analytically, approximate

sbl‘ution‘ofeq. (3.32) will assume the form: '

(TR - | '
I = exp(— —-—g—-ﬂr izkzl A"“’f (0)z+¢ ) (3.34) |
P 1 K2 ‘ o N

i‘.
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For numerical simplicity, it will be convenient to introduce new variables to

transform egs. (3.32) and (3.33) into dimensionless forms in terms of normalized

coordinates (Liu and Yeh, 1975). "
r=pfl,, E=x/l,, n=y/l,, {= z/ ki (3.35)
o =w,(-X), o,=0(+X), k =0/ (3.36)

'

Afler some mathematical manipulations (see Appendix B), eqs. (3.32) and

(3.33) transform to:

2_2 + BV + [ﬂ(‘g&]’ kfjj &gg:;g |

{[HX“—((»,,/%)Z]

Ay (0) - ‘;ISA tc_f,n)]l" =0 (337)

. D2 - -
a, JBVAT + (IJ[?-”—J u <(AN/N:)2> .
% ‘Ra, ) L ((an/n2T)
{[I_'-Xz D )Z] M(0)+— AN(E 7?):|r 0 (3.38)

where the transverse Laplacian V2 now stands for 8%/ 8¢ +d'fon’ ,and

D=af(l-X?) o (3.39)

B =[(a+B)X+p-a)2D . (3.40)

B, =la+p+(B-a)X]2D (3.41)
a=)1-{o,/o,} /(- x} ] (3.42)
p=li-{o /o /- X7} T ay
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. | o B, and C can also be expressed as,

T _
B =|l+x* (o, /o, f|/D? (3.44)
¢ = (/a)w, /wo)‘féjlj((AN/Nj)’) (3.45) .
If eqgs. (3.44) and (3.45) are substituted into eqs. (3.37) angi_(u3.38), then, .
ar . - C 1 '
4 'BV2F+-—~-————'—[BA (0)~— A, (£., ]r:o (3.46
ac N A In<(AN/an)z> 1A (0) D w(¢ f)A )
Define,
G(0) = Ay O)/1, {(AN/N2T) and G(&.m) = duw @1, ((BN/NZF) BTy
Substituting eq. (3.46) into eq. (3.47),
~ | ' -‘-3-];+ iBV2T +[CB G(b)—EG(g )}r =0 (3.48)
A P ARAUE M hat bt |
Similarly,
ar . .= C . - :
55+ jB,V'T +[CBJG(0) + Bc(g,q)]r =0 (3.49)
Egs. (3.48) and (3.49) will have approximate soru.ti'ons of the form earlier
expressed in eq. (3.34).
I' = exp- (CB,G(0){ + ¢) = exp— (CG(0)B,{) - exp— ¢ (3.50)
T = exp- (CBG(0)S ~ ) = exp—(CG(0)BS) - exp+ ¢ 3.51)
o If T, = exp— ¢ and I, = exp+ ¢, then,
r= hexp— (CBGOY) (3.52)
A , [=T,exp- (cBGO) (3.53)
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Considering the geometry of the problem, the irregularity slab has a he;ight from
z=0toz=1L. ’I‘.‘;lerefore, the statisticéll properties of the traversing signal through
the irregularity Slab can bel defined within these limits. '

AF=LadT=I, ,2=0 _ . (354
I" =TI exp— CG(O)JL?}JL/](H!'G2 and T =T, exp—CG(O)BaL/J’c,,l’,,2 zZ=1 = g,
(3.55)
The set of eq. (3.54) has less physical imp'lication to the problem and can

therefore be suppressed and the arguments of the function are now taken as p,z,w,

- ™

-

and X such that:

1
1

o I'(p,z,0,;X) =T, exp-CG(0)B,L/k,I’ (3.56)

"0

0N

T'(p,z,@,,X) =T,exp— CG(0)B,L/k I’ (3.57)
X is the fractional frequency separation at a given receiving point and @, is the

wave frequency wjthin the irregularity slab. With egs. (3.50) and (3.51), egs. (3.48)

and (3.49} will reduce to:

3. c
% +jB[V26-(v.97]- [5 G(é’,n)} =0 (3.58a)
Satisfying the initial condition ¢(,0) =0 (see Appendix C). Eq. (3.58a) is

related to T, as:
o, . } C =
o B vin - ,)'*]—[56(4,17)]1 =0 (3.58b)

~ The non-linear term, (V,I})? in eq. (3.58 a & b) is small and can therefore be

neglected. '
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ar . C .
a—g‘-+JB.ViI’.—[BG(§,U)]F.=O o | 359

Similarly,
a, TC | -
5&2— + jBYVT, + [B-G(g,n)}t2 -0 (3.§0)

Egs. (3.59).and (3.60) can be solved by assuming an approximate solution of the

form: i P A '
o Y =exp[———-—fCG(‘f"’Kr’] (3.61)
. : B,D
- exp{— JCG(S J?)CH} | (3.62)
B,D

Also with egs. (3.61) and (3.62), egs. (3.58) and (3.59) further reduce to:

—Jjon

+Vi, =0, > 3.63
B a4 ¢>q, (3.63)

—jal_',, 2
=24V, =0, Y 3.64
B, o 1l &>< { )

Egs. (3.63) and (3.64) are the mutual coherence functions for z> L in the

region below the irregularity slab, satisfying the initial condition, I(p,0)=1.

~

Using method of separation of variables,
I, =exp jBki¢ (3.65)
Referring to the geometry of the problem in figure 1, eq. (3.65) has two physical

interpretations as regards to the characteristics of the wave within and outside the

irregularity slab. [f exp jBk.¢ is the solution for the entire ray path ie. from

z2=00 z=1z, and expjBkl({-¢,) is the solution for the wave outside the
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irregularity slab i.e. z> L. It will be logical to assume that the solution within the

hd £ - “ .
itregularity slab is exp jBA2(¢ —¢,)-exp jBk2C . Eq. (3.65) can then be written as,
[ =exp Bki({ ~¢,) —expjBki¢ (3.66)
Simtlarly,
Ty =expjBki(¢ ~¢,) ~expBykil (3.67)
Substituting eqs. (3.66) and (3.67) into (3.61) and (3.62),
I, = expl/CG(&.n)/BD}-expUBAIC - &) -expUBR))  (3.68)
I, =expl{fCGEn)/ B} lexp(BHLE ¢ -exp(BEO)  (369)
Under Markov random process approximation,
A,(By=2x[ [ & (k, 0)exp jk, - pd’k,
4 |
R From eq. (3.47), ' -
G(¢.m) = Am(f,n)/f,,((AN/ N, )2> then,
[ = exp— j2aC / BDI, ((AN/Nj)’) [ 70w 0exp iBAIC - ¢,) - exp jBS):
' expjk, - pdk, (3.70)
! 1 ) '
1y = exp j20C] B,DL{(AN/NIF)] [k, O)fexp iBAIC ¢, -exp B3}
_expjk, :pd’k,  (3.71)
"Egs. (3.70) and (3.71) are substituted into eqs. (3.56) and (3.57) to obtain the
required two-frequency mutual coherencefunctions. | . .
- _ ~ . " N )
A [(5,2,0,,X) = exp(-CGO)BL, + j2ﬂC/ B,Dla<(AN/Nﬂ)l>j [, (4,.0)

fexp jBAA(E —¢,) —exp jBRC - exp jk, - pdk,  (3.72)
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= - T(20,X) = exp(-CGOBE, - j27C BDL{(N/N )] [Tk, 0

EXPIBKIC ~C,)—oxp jB kIS |- exp k- Bk, (3.73)
The transverse coordinate wave-number term has a slowly varying factor in the

z-direction of the integrand and can be held constant while attention is shifled on

the phase vector factor El P in expﬂ?l -p  of the integrand as we integrate over
one of the transverse axes. The integral in terms of the phase vector factor is

identifiable with the iero—_order Bessel function such that in polar coordinates,
o — - . 2r ky . .
J'_mdkl expjk, - p = L dg j’o k, exp(jik, psing)dk, =27k, J (k,p)/p (3.74)

where J_(k p) is the zero-order Bessel function.

-

Therefore,
T T(p.7,0,,X) = exp(~CG(0) B, + j4x°C) BOL{(ANIN Y Tk, k0.

exp BRAC ~ )~ exp BRI} (ko p)dk, [p (3.75)

T(p,z,0,,X) = exp(—-CG(0)BL, — j4n’C / B, D:D<(AN/N3)2> [k, @, (&, 0)

XDJBHIC ~¢,) = oxp BRI} k), [p (3.76)
-3.3 Simulation of GPS User’s Position Fixing
This section presents basic concepts on how GPS re_ceiver determines its
positwion. Under a clear view, at any time and any location on the earth, a GPS
receiver should have a direct line of sight (LOS) and be.aé]e to receive signals from

ﬁﬁi, ' four to twelve satellites (Carrano, 2007). Most often, a GPS satellite will receive

= ¢
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signals frérp more than four satellites. Sirice four satellites” are the minimum
required 10 obtéin the user position; this arrangement provides the usc;r position at
any time and any location. For a constellation with 5° elevation mask angle, more
than 80% of lh% tim_és, seven or more satellites are in view (Kintner, 1999).'
3.3.1 GPS Pseﬁdorange.l)erivatioq

GPS satellites are conﬁg;ired pri méril;rl to provide the user with"the capacity of
determining his position in terms of latitude, longitude and altitude (Hofmman-

Wellenhof et. al, 1997; and Smith and Davies, 2000). This is accomplished by the

simple re-section process using the distances between the receiver and the satellites.

A GPS satellite at coordinate (x, y,z) transmits pulse at time /,, to.be received
4

by a receiver that is located on a sphere centred-at the coordinate of the satellite at

time 1,,. The distance of the receiver from the satellite can therefore be expressed

as r =c(t,, —1,;). Similarly, a second satellite at coordinate (x,,y,,2,)transmits

pulse at time f,, to be received by a receiver at time £,,, such that the distance of

the receiver from the satellite now becomes r, = ¢(f,, —1,;). For a receiver to

observe these two satellites simultaneously, the user-must be located on both
spheres. By implication, the user location is restricted to the intersection of the two

spheres, a circle (Kintner and Ledvina, 2005). Next, a third satellite at location

(x,,¥;,2,) transmits pulse that is received and restricts the user on a third sphere.

'_ ' : .
However, for simultaneous observation of the three satellites by a single receiver,
" . .
the receiver must be located on the intersection of the three spheres that defines the
] ' ¥

coordinate of each satellite. The intersection leads to a set of three simultaneous

’
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“addition to these érrors, the-error term, &,
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quadratic equations that must be solved within the receiver (Hofmml-an-WeIIenhof'
et. al, 1997; and thui, 2000).

GPS receivers apply a slightly different techniqup. ..They typically use an
inexpensive crystal clock which is set approximately to GPS time. Thus, the clock
of the ground receiver is offset from the true GPS time, and becauseicA)f this of;iéel,
the distance measured to the satellite from the receiver is slightly varied from the
“true” range. The recéiver overcomes this by simultaneous measurement of the
distances (pseudoranges) to four satellites as against three satellites earlier
mentioned, and the fourth unknown variable becomes the receiver clock bias
(Hofmman-Wellenhof et. al, 1997).

The pseudorange can be defined as:

P=p+ed,—6,)+6 | (3.77)

errar

where p is the true range and J,,, is the error term. The pseudorange has two

errr

primary error sources namely, receiver clock offset and satellite clock offset.” in
.mor ©OMpTising (i) ionospheric ;jclay errot
(ii) trospospheric delay error, (iii) multipath effects, play very vital ;ole as sources
of cﬁallenges to transionospheric radio propagatién (Tsui, 2000). The satellite clock
error is monitored by the control segment and modeled with three coefficients that
are included in the navigation message so-that the satellite clock offset can be
calculated within the receiver. The receiver clock offset js,aetermiﬁed in the process
3

of navigation.

The real range* pis the distance from the ith sateilite to the receiver. Denoting

satellite position as (x',y',z') and the receiver position as (x, y,z). Recall that the
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satellite ﬁosition ig determined by the receiver from the ephemerides in the
navigat_iqn message {Kintner and Ledvina, 2005). If the .e_njor term is neglected, eq.
(3.77) can therefore be expréSSed as;

P —c8=p +cd, (3.78)

where,

-

p=NX =XV + (' =YV +(Z-2Y - (379

It is obvious that the right side of eq. (3.78) contains t‘hé four unknown variables
X, Y, Z and &R . Hence, to solve for these variables, a minimum of four satellite
links are required 'té yield four equations (for valid navigation solution) (Kintner,
1999; and ;‘homas et al., 2001). Eq. (3.79) being nonlinear can only be solved .b}'
numerical root ﬁndiﬁg technique. Multi-dimensional Newton-Raphson method with
a reasonable g'uess of the initial receiver position provides excellent numerical
approach for solving eq. (3.79) (Kintner and Ledvina, 2005). For an initial guess

defined by X,,Y,,Z,.

The initial guess for the true range is:

A =K =Xy + (0 =XoY +(Z' - 2,)° (3.80)

~

3.3.2 Numerical Technique
Numerically, one of the general methods normally adopted in solving a function

defined by f(x)=0 is the Newton-Raphson method. Starting from first principle,

first-order Taylor expansion can be algebraically solved to arrive at this method,
SO fX) (X, - X)f(X,) =0 3.81)

~ Therefore,
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KXo =X, = F(X) (X)) e 7 (3.82)
Eq. (3.82) is the Néwton-‘Raphson formula. 1t implies that Néwfon-Raphson
method is a solution of first-order Taylor expansion. In three-dimensional form, eq.

(3.81) can be written as,

SX Y ez, = f(X,,,Yn,Z")+AXi +A}’1‘ +AZaf :()
Xy Xpi2, Yleya,.z, OZly, 1,2,
(3.83)
Where,
AX =(X,,~X,),8Y =(¥,,~V,) and AZ =(Z,,, - Z,). (3.84)

Unlike eq. (3.81), eq. (3.83) cannot be easily solved because there are three
unknowns in one linear equation. In solving this equation, we must establish a set of

three linear equations that must be solved simultaneousl;'."’A's defined in eq. (3.79),

p = \/(Xi —Xo)2 +(Y, +5)Y +(Z, +Zﬂ)i . Following the principle established in

eq. (3.83), we can expaﬁd eq (3.79), such that,

8
"= pl+Ax L +ArE
g =P ‘ "1

+AZ-6£-
74

o0 (3.85)

X Fy 2y X0 ¥ 7, Xo.Yo.Zy

Substituting eq.(3.85) into eq. (3.79) and rearranging, then;

pi_pé = M(Xff"'xu)*_Ay(K:%)_*_AZ(Z;':ZO)
| p p p

+e(8.-5,)  (3.86a)

Assuming the user bias error is represented as E and the change in pseudorange

S

P —py—cS! ‘as b, . We can then re-write eq. (3.86a) as;” ~

ayAX + a,AY +a,AZ +E = b, (3.86b)
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where a, = X, ':,,Xﬂ , Gy = ! ‘,_Yf’ and a, = Lot (3.87)

i

P P P

For a simple case whereby we have four satellites in the orbital plane, eq.

'
4

(3.86b) can be expres‘s.'ed in matrix form as;

a, a, a; -1J1AX b,
n Gy 4y =1 AY b,

= (3.88)

Gy, 4y a4y =1t AZ b3

ay ap a5 -l E s

The solution of eq. (3.88) is,
. -

AX a, a, a; -115

AY _|9% an an -1 |5 - (3.89)
AZ ay ay a;y -1} |b ' )

E ] lay a, a; —1] |5,

Eq. (3.89) is an approximate solution of eq. (3.88). In order to achieve a greater

. . . . 7
. accuracy, an iterative approach is required whereupon the most recent solution

becomes the initial guess and the entire process is repeated until the desired
accuracy is obtained. This is uéually done by setting a pre-determined threshold
value for the iteration. A quantity defined in eq. (3.90) below is often set aside for

this purpose (Tsui, 2000).

& = JAX? + AY? + AZ? + E2 (3.90)
The value of E in eq. (3.90) is usually very small and ca’n be sometimes
neglected. The discussion so far is on four satellite system. In a situation whereby

we have more than four satellites, some modifications must be made on the

approach above such that,
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(a,, a, ay, ~1] - [4] - .
ay Gy ay -l b, .
a;, ap a4y -1 [ AX b,
a, 4, dg —I|AY - b, (3.91)
AZ .
| E
a,, a, a; -] b, | - -

In a concise form, b =aAl , where hand Al are vectors. Matrix-a in eq. (3.91)

is obviously not a square matrix, therefore, Al# a'b. The problem is over-
determined. In situations like this whereby we have more equations than unknowns
in a set of linear equations, the least squares method is usually employed to find the
solutic;ns (Kintner and Ledvina, 2005; and Tsui, 2000). This is done by using the
pseudo-inverse of matrix-;l to obtain the solution (Tsuli, 2900).

Therefore,

AX =[a"al'a"Ab (3.92)
where a” is the transpose of the a-matrix. From eq. (3.91), values of AX, AY and
AZ can be obtained; On a general note, the least squares method providhes better

&

accuracy for GPS ranging tl;an when just four satellites are used becau.se more data
are involved (Hofmann-Wellenhof et al., 1997; and Ozliidemir , 2004). .

For betler practical applications, it is often necessary to convert the determined
user position in cartesian coordinate system to the corregp‘onding spherical
coordinate system and finally to the earth coordinate systqm“'(lalitude (L), longitudé
(1}, and altitude (h})).

Defining,
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r=lxterzezf BREXs)

L = tan (3.94)

iz
ek
I=tan™"(¥,/X,) (3.95)

where [ is the geocentric latitude. In real sense, the surface of the earth is not a

perfect sphere, therefore, there is need to take the shape of the earth into

consideration. The geodetic latitude, L can be calculated from L, by the equation

stated below. ‘ ,

L=1 +e,sin2L U (396)

—

where e, is the ellipticity of the earth.

The altitude can be evaluated by,

(3.97.)

A e Cme e

¢ |
h= .[X_j +¥2+ 22 —a,(1-e,sin’ L)

-

These patameters are the desired user posmon in the earth coordmate system

3.3.3 Computational Algorithm g’
~ ' !
An arbitrary initial guess user position and receiver ciock bias are chosen in an
earth centre earth fixed condition (Tsui, 2000). The satellite positions are given in
. ¥

. b . .
matrix format. The pre-measured pseudorange and satellite clock bias are also given

as vectors. Eq. (3.83) is thereafter used to evaluate the pseudorange p,. The

difference between pre-measured pseudorange and the sum of satellite clock offset

and determined pseudoranges is evaluated as dp, . In the computation, a simple case

where the error term is neglected is considered.

87



ek

&

4

The second part of the program carefully generates three-column elements

‘matrix by solving equation (3.87). After this, the fourth column which is -1

throughout is introdﬁced to the first three columns such that the matrix now
becomes .nx 4 matrix. The reason for making the fourth column negative ones is
born out of the fact that the fourth unknown variable to be determined is the
receiver clock offset which has the same value for all satellite signals. and
pscudoranges (Kintner and Ledvina, 2605). The nx 4~_ matrix s tﬁere.aﬁe'r
transposed to obtain a new 4 x »n matrix. The newly transposed matrix is multiplied

by the former matrix to obtain an invertible 4x4 squarée matrix. This newly

transposed matrix is also used to multiply dp, to obtain a 4-row vector. From this

point, we employed Guassian elimination technique to determine the four unknowi
variables. The 4-row vector then aigments the 4 x 4 square matrix such that a new

4x 5 matrix is obtained. The entire process follows least square method (Kintner,

1999: Tsui, 2000; and Ozliidemir , 2004).

Having obtained the four unknown variables, there is need to update the
corrected coordinates to obtain the desired accuracy. -This solution being an
approximation requires an iterative approach whereupon the most recent solution
becomes the initial guess and the entire process is ,regf_:'éted’ until the desired
accuracy is obtained (Kintnér and Ledvina, 2005). An error bound defined by the
square root of the sum of the square of each of the first th;‘ee determined unknow{n
variables is set to cater fdr unwanted divergence during iterations. If the error bound
ié Ieséer than pre-set t'hjreshold value, iteration ;:eas_cs;' o'the.rwise,athe prolcess

.

continues until the condition is attained.
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The first three values obtained are the user position in Cartesian coordinate

'
-

system while the fourth value represents the receiver clock offset measured in unit

of distance. Under practical: applications, the user position must be transformed
from Cartesian coordinate system to the earth coordinate system and the receiver

clock offset must _beid_ivided by the speed of light to obtain the offset in the unit of

'
8

time. To convert the user position to the practical earth coor&.inate systém, it must
be initially converted 1o sp_herical coordinate system which transforms the
determined. values in terms of geodetic latitude, longitude and altitude. The earth
not being a perfect -sphere requires that the user geodetic latitude be converted to the
practical flat earth geometry so that the user position can be recorded in true
Iatitu;ie, longitude and altitude (Tsui. 2000).

The FORTRAN code for the computation and a sampie output is shown in
appendix A4. For a sample running of the code for eleven ;ateliiles;, we chose the
initial guess for the usér position and receiver clock offset as zeros. The satellite

parameters are shown in Table 3.1. )

Table 3.1: The Satellite parameters for the Simulation

SV Satellite Position coordinates - Satellite ' Satellite Clock offset
Pseudoranges (m) (ns)

SVI | 20192000, 20305000, 21000000 43008000 8000000

SV2 | 20300000, 20195000, 20200060 44075400 9000000

Sv3 | 20500000, 20192000, 20305000 45900000 13200000

SV4 | 20500000, 20305000, 20192000 46001000 | 16000000

SV5 | 20401000, 20305000, 20200000 44058010 §540000

Své | 20305000, 20192000, 20300000 45695400 9810000

SV7 | 20603000, 20200000, 20192000 46750500 8000000

SV8 | 20305000, 20185000, 20300090 45980000 12500000

Sv9 | 20600000, 20195000, 20200200 43985000 8850000

SV10 | 20510000, 20192000, 20003000 46700000 1 12200000 .5 S
SV11 | 20401000, 20205000, 20300000 45050000 10000000

The threshold bound to regul?tq the iteration was chosen as 1000 .
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3.4 Measurements of Some lonospheric Observables
3.4.1 Equipment and Data Resources

Our previous investigations ha.ve exclusively dwelt on numerical modeling. In
this section, our interest lies in the measurements of ionospheric parameters with
the aid of GPS lonospheric Scintillation and Total Electron Content (TEC)
Monitors (GISTMs) located at three stations within the equatorial (Appleton)
anomaly. These stations are; Nairobi (KENYA), Ascen;;ﬁﬁ Island and Garmin 480
WAAS certified GPS receiver for aircraft navigation with vertical guidance located
at Sao Jose dos Campos (BRAZIL), all under the coordination of US Air Force
Research Laboratory. | . |

Each GISTM comprises Ashtech Z-12 11-channel dual frequency (L1 (1.5754
GHz) and L2 (1.2276 GHz)) coarse acquisition (C/A) code receiver version with .
OEM4 card (détails on the receiver hardware arc provided in Van Dierendonck et
al., 1993; and Van Dierendonck 2005). The recéiver is modified with a software
(firmware), an(i is capable of tracking up to fourteen GPS satellites simultane(;usly.
It monitors alz‘lplitude scintillation (at 50 Hz rate), and cdrﬁ/[;utésﬂslfindéx Estandat:d
deviation of the receiver power normalized by its mean value (Briggs‘- and Parll<in,
1963; and Van Dierendonck et al., 1993)), and the céde carrier divergence (at 1 Hz
rate) for each satellit‘e being tracked on L1 frequency. Thf, TEC from the combined
L1 and L2 pseudoranges and carrier phase ﬁéasur_erpents are also recorded

(Carrano, iOO?). The recorded data are stored in two CD-ROMs that accompanied

the receiver. These CD-ROMs are: Ashtech Z-12 CD-ROM (for logging raw
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observables) and a GPS Silicon Valley (GSV) CD-ROM (for logging extracted

binary codes data irﬁo ASC Il format) (Van Dierendonck, 2005).

The raw amplitude measurements are detrended (normalized) with sixth-order
(pole) Butterworth low-pass ﬁlte:rL output (with a receiver user-specified cut orﬂ‘
freqliencly: in our case, 0.1 Hz, 3dB. are used). The total amplitude scintillation
index S4, which includes S4 due to effects of _ambient noise (multipath) is computed |
over 60-second interval. The corrected Sy index is also computed by averaging the
signal-to-noise density (C/No) over the same 60-second interval (Van Dierendonck
et al., 1993). In all the cases presented in this work, only the signals coming .from
the satellites with an elevation angle great;ar than 30° were/;élken into consider;cltioh
for TEC measurements (Carrano and Groves, 2006).

Other data logged by thé; system include the location géographic coordinates,
the recei?er’s signalzilock status, satellite’s angle of view (azimuth and elevation),
and pseudorandbm nois? code (PRN) (Carrano, 2007). The receiver firmware
provides opportunity to log-transfer ionospheric parameters in reai-time via low
bandwidth intemeg connebtions amongst coordinated ;eﬁote stations (Carrano and
Groves, 2066; and Carrano, 2007).

Overall, th(ee different data sets were considered. The first set of data
comprised of measurements of TEC at Nairobi, Kenya station for three consecutive
days in December, 2008. At the Ascension Island and Sao Jose dos Campos sites,
impacts of scintillation on carrier signals were consideréa:"Lastly; we looked at and

analyzed spread F measurements from Jacamarca on a phenomenal day.
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3.5 GPS and Aviation Safety
In rccent times all over the world, the volume of air traffic in the sky has
increased tremendously leading ‘to over-bearing impact on existing infrastructure.

Many at times, controllers are left with the only option-6f managing traffic on first

‘come, first served basis: stack and hold airplanes at low altitudes on arrivals, or at

times diverted, only to be given slots to land in turns. The consequential effects of
this pattern are: ﬁ'JeI wastage, environmental pollution, and ineffective flight
scheduling. Another worrisome incidents in the past are the situations whéféby
airplanes are declared missing i an airspace, only to be located after many days
when all ogcupants have perished, or in some worst situations, not seen at all, even
when seen on time, mobilization and coordination of emergency resources is ofien
very poor. Our intention is to use GPS-based initiatives to address these problems.
3.5.1 Airspace Grid Referencing

In this section, a case 'siudy' of Nigerian airspace is adopted with the nation’s
twenty one airport applied. i?igure 3.2 shows a model 0; ﬁiéeria'n ai}spaée into thirty
grids that should be strategically tocated in all cdri‘lr%)!l ..towe_rs a;ross the country. The
intention is 1o have precise reference to any part of the airspace at any point in time in
a manner that will enhance swift response to aeronautical emergencies, and at the
same time establish operational f(hmework tﬁat will enhe‘mce efﬁcient flight rou‘ting.

The application of the grid calibration is based on vertical and horizontal
coordinate system. The vertical coordinate is scaled in alphabets while the horizontal
coordinate is scaled in.nurﬁeraié.' }With this calibration, it can be clearly séen that Jos

airport is located on grid C4 while Yola airport is on D6. As airplanes coast on the

L Y P

L~
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- sky, the airport that has control over the airplane can easily see and know the location

of the airplane until it is handed over to another controller‘in another airport as the
airplane cruises over. This process continues' until the airplane reaches its final
destination. Assuming a flight schedule from Lagos to Maiduguri has problem at a
point marked X and ﬁnaily crashed, the point can be easily refen¢d to as grid B3 so
that aeronautical search and rescue teams can be dispatched from neighbouring

airport(s) (in this case, Abuja and Markudi) to the scene (Fire Service Manual, 2006).-
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CHAPTER FOUR
'4.0 RESULTS

This chapter presenlts analyses of the acquired results. Results for each
componént of the numerical modeling are analyzed and discussed separately. The .
discussion opens with a model to explain the growth and evolution of i_c__);pOSphe"ric -

- :
irregularities and another on the effects of ionospheric irregularities on GPS
infrastruclure., and what can be done to mitigate or totally eliminate such effects.

Results of some m.easured‘ionospheric observables at some stations within the
equatorial anorﬁaly region were presented and discussed. For clearer elucidat.ion of
the worki'ng prinlciples of GPS receiver, a numerical simulation of how it -(GPS
receiver) determines the position of its llser was presented and explained. Finally,
how a GPS-driven technique can be used to enhance aviation safety, with interest in
Nigeria environment was also discuésed.

4.1 Ionospheric Irregularities Growth and Evolution Map

The nurﬁerical evaluation of eq. (3.8) from the nonlinear model, using iterative
process yields the map shown in Figure 4.1. Eq. (3.8) deﬁ_n.t_as the gradient of
ionospheric irregularities drift (Basu, 1978), and p in eq. (3.8) is the paraméter
related to the slrengtﬁ of the ionospheric irregularities. This parameter was varied
from 0.1 to 2.0 at incremental steps of 0.1. For each p parameter, ten thousand
iterations at an initial guess of 0.01 were carried out with the last hundred retained

and the first nine thousand nine hundred discarded. Finally, the gradient ‘of the

irregularities drift was plotted against p-parameter.
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Figure 4.1: Map showing Nonlinear Regime of the Evolution of lonospheric
Irregularities

4.2 Phase Screen Model and Mutual Coherence Functions for two different
Ionospheric Thicknesses

The numerical technique used in solving integrals of eqs. (3.75) and (3.76) is the
trapezoidal rule. Some basic features that are believed to be realistic based on some
recent in-situ measurements are included in the numerical evaluations. These
measurements indicate that the power spectrum for the irregularities follows inverse
power-law dependence in wave number, that the electron density fluctuation falls
between 1% and 20% and that the irregularity slab may extend to several hundred
kilometers (Rufenach, 1972; Dyson et al., 1974; Liu and Yeh, 1975; Gherm et al,,
2000, 2005; Ray et al., 2006). In the computation, the ionospheric irregularity is

assumed to be characterized by the inverse power-law spectrum of the form

Dk, ,0) e (] +kL /K 2Tpﬁ , where p is the spectral index which for most practical
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situations is of the order of 3'~ 4, and has been arbitrarily taken as 4 for the purpose

of this computation. K is related to the irregularity inner scale size / by

K =2xr/l, (Zernov, 2006). Small values of k , of the order of 0.001 and

transversal distance of 300 metres are used for the computation.

Normalized parameters C, ¢, { etc are also used in the computation. The set
of values C=0498, { =0.212, £ =1.484; C=3872, £, =0.017, ¢ =0.116,

corresponding to ionospheric parameters L=50km, /, =300m, f, 6 =10MHz,

((AN/N,,)2>U2 =1-20% and z=350km for wave frequencies =125 MHz and =1.6

GHz respectively. The choiée of plasma frequency as high.as 10 MHz‘i‘s used to
simulate a worst propagation condition when the ionosphere is highly disturbed
(sufficient to impose scintillations on traveling signal). For the height z=350km,
this value coincides with the F2-peak height, which of course, has practicai
importance in tﬁe study of radio propagation through thé ionosphere. The operating
frequencies are taken as 125 MHz and 1.6 GHz so that the effect (;f fluctuating
ionosphere (scinti]laﬁon) on two different propagation bands (VHF and L-band) can
be investigated. Figures 4.2 and 4.3 show the result from the computational

evaluations.
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Figure 4.2: Mutual Coherence Function as a Function of Fractional Frequency Separation, at 125
MHz and 1.6 GHz Operating Frequencies.
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R Figure 4.3: Mutual Coherence Function as a Function of Fractional Frequency Separation, at 125
MHz and 1.6 GHz Operating Frequencies for an Increased Slab Thickness.
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4.3 Experimental Observation of lonospheric Data
4.3.1 Spread F Records

The records of Spread F measured at Jacamarca (PERU) were presented. These
records were obtained by the Jacamarca radar on thé 17th October, ‘1994. The
records have been calibrated to observe the behaviour of fhe ionosphere in terms of
Spread F irregularities at different altitudes and local time, and also coded for the
interpretation of carrier-to-noise ratio (C/No), i.e the C/No that the ionosphere’at
these altitudes and time will impose on transient signals. When the impact of this
carrier-to-noise ratio is too severe, navigation service delivery usir;g GPS-based
infrastructure may be jeopardized. These records are shown in Figure 4.4,

4.3.2 Total Electron Content (TEC)

Figures 4.5 (a, b and c) show verticalized total electrbn content (TEC)
measurements collected by Ashtech Z-12 GPS receiver‘thhat is located at Nairobi,
Kenya. These records were observed for three consecutive days in December, 2008.
With thesel records, one cz;n conveniently observe ionosphéric electron den.sity
gradients distributioﬁ at different hours of the day. lonosph;aric irregularities are
fluctuations that z_:u'e! often superimposed upon the background (smooth) electron
density distribution. When the total electron content is large, there is the potentiality
that the ionospheric irregularities will be more intense, gri_d density fluctuations will
be large if ihere is abundance of density in the baékground. When this happens, the
ionosphere is compelled to impact negatively on GPS-based navigation system, but
this impact becomes consequential when it stresses the receiver, so tha.l it loses tock
on too many sate]litg channels. These records will be interpretedl and analyzed later.

-\
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Figure 4.4: Spread FI Oc.cumence on the 17" October, 1994 at Jacamarca, Peru.
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Calibrated TEC Nairobi, 12/01/2008
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Figure 4.5 (a): Verticalized TEC mesurements collected by Ashtech Z-12 GPS

receiver at Nairobi, Kenya on the 1st December, 2008.
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Calibrated TEC Nairebi, 12/02/2008
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Figure 4.5 (b): Verticalized TEC measurements collected by Ashtech Z-12 GPS
receiver at Nairobi, Kenya on the 2nd December, 2008.
~
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Calibrated TEC Nairobi, 12/03/2008
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Figure 4.5 (c): Verticalized TEC mesurements collected by Ashtech Z-12 GPS

receiver at Nairobi, Kenya on the 3rd December, 2008.
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4.3.3 Carrier-to-Noise Ratio (C/No)

This subsection presents carrier-to-noise ratio (C/Na) mgasured us'ing Ashtech
Z-12 GPS receiver at Ascension Island (South Atlantic Ocean) on the I6tlh March,
2002 (PRN 08) and 18th March, 2001 (eight PRNs) respectively, i.e. during solar
maximum scintillagion event. Also, measurement of carrié?r-'to-noiéz: ratio iC/No) ;t
Sao Jose dos Campos, Brazill‘on the 5th/6th December, 2006 (PRN 29),.during solar
minimum scintillation event was presented. Impacts of carrier-to-noise (C/No)
induced by the ionosphere on transient signals become consequential when the
amplitude scintillation index is near or equal to unity.

The measured carrier-to-noise ratio (C/No) is a measure of the modulation
effect that the ionosphere will impose on signals. The records of 18 March, 2001
were similar to thqt of 16 March, 2002, but expanded for short duration of 100
seconds as opposed to normal after sunset to midnight measurement. These records
are shown in Figures 4.6-4.8. This is to make observation of all satellites in view (all
PRNs) possible for the 100 seconds to see how many satellites lose lock to deep
fading (C/No greater than 22dB-Hz), and the corresr;o:;ading time for their re-
acquisition.

When too many satellites’ locks are lost simultaneously for a protracted time,

7

“severe threat will be issued on GPS-based navigation service delivery. In other

" words, a quick re-acquisition of lost signal’s lock by GPS receiver for aviation

applications is necessary to sustain service continuity and availability. These records’

“will be discussed in details later.
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Figure 4.6: (a) Top panel: Carrier (signal) to noise ratio, (b) bottom panel: corresponding

scintillation index records during deep scintillation event at Ascension Island on the 16" March,

2002.
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Figure 4.7: Carrier (signal)-to-noise ratio during deep scintillation event at Ascension Island on

the 18th March, 2001 for 100 seconds time duration for all Eight Satellites in View.
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Figure 4.8: Carrier-to-noise (C/No) ratio of PRN 29 during scintitlation event at Sao

Jose dos Campos, Brazil on the 5/6™ December, 2006.

4.3.4 Receiver Re-acquisition Time

This section considers the satellite channels availability (%) against re-acquisition
time (seconds) during severe scintillations. The data were based on the time it takes to
simultaneously acquire back specific number of lost satellite channels. In other words,
the percentage of the number of satellite channels (sufficient for navigation solution)
that can be re-acquired, having been earlier lost to scintillations, at a predefined time
(from one second to twenty seconds) for a given epoch. The Validated ICAO

Standards and Recommended Practices for GNSS-2000 (ICAO, 2000) recommended
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that in the space of twenty minutes, the availability of f(.)ur or more satellites for GPS
receivers for aviation applications must be 99.999% to 100%. This forms the basis for
our analysis.

Whenever a deep fade (greater than 22&B-Hz) occurs,-fqr a satellite channel, the
receiver is caused to lose such channel at a predefined re-acquisitioﬁ time. For
instance, out of the entire available satellites (each knowﬁ by its PRN), how many
are lost and re-acquired back at a predefined time window, say 20 seconds.
Assuming the available satellites at the epoch are ten, the percentage availability for
say 2 seconds re-acquisition time is the percentage of the satellites that were lost and
re-acquired within this time frame. Therefore, the percentage that 4 or more satellites |
will be available for navigation operations at a pre-defined time (say 2 seponds) is

the number of times that four or more satellites from the entire number of available
satellites for t-he epoch will be re-acquired within 2 seconds having been initially lost
e EAt .
to deep fading. 1f within 2 seconds, despite the deep fading, 4 or more satellites are
observed at all times by the receiver, the availability under this condition is 100%.

Table 4.1 shows the result of such observations, and it is graphically represented in

Figure 4.9. |
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Table 4.1: Receiver Reacquisition Time and Satellite Channels Availability

899.970
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Re-acquisition ICAO Availability |4 or more SV |5 or more SV
Time (sec) Requirements (%) Availability (%) . Availability (%)
1.0 100.000 100.000° ~100.000
2.0 100.000 100.000 100.000
3.0 100.000 100.000 100.000
4.0 100.000 100.000 . 100.000
5.0 100.000 100.000 100.000
6.0 | .100.000 100.000 99.999
7.0 100.000 100.000 99.998
8.0 -100.000 100.000 99.980
9.0 100.000 100.000 99.980
10.0 100.000 100.000 99.970
11.0 100.000 99.999 99.500
12.0 100.000 99.999 . 98.800
13.0 100.000 99.999 98.000
14.0 100.000 99.999 97.000
15.0 .100.000 99.960 96.000
16.0 -100.000 99.500 95.000
17.0 . 99.999 99.000 94.500
18.0 99,998 98.300 - 94.000 !
19.0 99.980 97.800 - 93.600
20.0 97.000 93.000
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Figure 4.9: Satellite Availability against the corresponding Re-acquisition Time.

4.4 Working Operations of GPS Receiver Position Fixing

The numerical technique has a starting point that is based on multi-dimensional
Newton-Raphson method. As we mentioned earlier, a simple case of a receiver
tracking only four satellites can be solved exactly. On the other hand, if many satellites
are being tracked, then any solution to a subset of four pseudoranges will not be
solutions to the remaining pseudorange equations (Kintner, 1999). To further elucidate
the operational framework of a GPS receiver system, software approach was used to
explain how GPS receiver determines the position of its user. FORTRAN code was
developed for the computation of the user’s position with some surrogate satellite
parameters to run the code. At the end, the sample output shown in appendix A4 was

obtained. For a sample running of the code for eleven satellites, we chose the initial
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guess for the user position and receiver clock offset as zeros. The satellite parameters

for the simulation exercise are discussed in section 3.3.3 (Table 3.1).

Finally, safety mechanism was provided to enhance aviation safety in Nigeria

using GPS-based technology.

fomman e e v
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CHAPTER FIVE

5.0 DISCUSSIONS
5.1 Nonlinear Dynamics Model

Vertical upwelling of ExB drifts of ions and electrons in a region of plasma
depletion through nonlinear dynamics processes are responsible for irregularities
generation iﬁ the ionosphere (Hudson, 1978), and they grow and evolve following
bifurcation patterns (Huang, 1975). J

Looking at Figure 4.3 closely, at the initial stages of growth (from p=10.1
through to p = 0.8); the gradient of the irregularities follows a linear process. As
the value of p inc;eases, bifurcations start setting in, defining the proper route
towards nonlinear plrocesses. As p increases further, the irregularities also grow,

further increasing the number of bifurcations, thereby leading to a situation
whereby tﬁe bifurcations become ubiquitous. At this point, the irregularities are
well clustered together, forming the nonlinear regim'e of the gradient, which attains
maximum values of +1 at p=2.

It is important to remind us once again that in our numerical computations, a
more general perspective has been followed by settin}; -the‘constant coefficient of
eq. (3.8) to unity. Under practical situation, this coefficient depends on the seeding
source of in‘eguiarities, where real maximum value(s) of the irregularities will be
attained. However, our choice of this-'coefﬁcient did not in any form affect t,he
physical features of the equation because whatevef valﬁe of thé'coefficient chosen,

the features of the map in Figure 4.1 remain the same, and the analysis also

therefore remains the same but for a matter of factor.

112



¥

La

K_A

Fvy

Comparing thesie results with experimental measurements by Pfaff et al. (IdﬁZ;
1988) and Rama Réo et al. (2006) (see Figures 5.1 a, b and ¢, and 5.2 a and b), it
was established that the growth of ionospheric electric field under HF propagation
using Langmuir probe, vertical drift velocities associated with the horizontal
electric fields in the ionosphere and scintillation effects occasioned by the presence
of iénospheric irregularities follow nonlinear processes of evolution‘ju'st like the
present model. Though, it was observed that in measurements by Pfaff et al. (1982;
and 1988), the irrégularities evolve in a descending orde;" as cohtrafy tothat of the
present study which follows ascending order. The reason for this is not far-fetched,

‘
the p-parameter, v{rhich is related to the strength of the irregularities, has been usred‘
in inverse form dulring the numerical computations just for numerical convenience..
in the measureme?t by Rama Rao et al. (2006),.the reco‘rds'were taken at .night
using two propagation bands (VHF: 244 MHz and L—*band: 1.5 GHz). Their
measurements are lobserved to grow nonlinearly.with observable windows at some
irregular intervals. The nonlinearity was also enhanced for the VHF propagation in
comparison with the L-band propagation under the same jbr;ospheric irregularities

condition, which is of course expected.

Amplitude scintillation index S, depends on irregularities density fluctuations

(Liu et al.,, 1974; Yeh et al,, 1975; 1982; and Rama Rao et al., 2006). As the value

i
of scintillation index reaches unity (S, =1: 100% occurrence), extremely strong

scintillation effect \ivill be experienced.
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Figure 5.1: (a) Vertical Drift Velocities Associated with the Horizontal electric Ficlds (After Pfaff et
al., 1988), (b) Variation of electric Field Data with Altitude Using Langmuir Probe (After Pfaff et al.,

1982), and (c) The model on which (a) and (b) were compared.
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This becomes strong or just moderate for §,20.5. 8, value of approximately
0.8 would be sufficient t::) cause loss of lock to GPS estjecially those with wide band
receivers (Aquino et al., 2003). In area of practical applications, the trregularlttes

o

density gradient of +1 at P =2 depicts a condmon for very’ strong scmhllat:on
with S, =1. Under this condition, severe havoc is expected Ol.‘l gatellite .
communication and navigation systems, though as we must ‘tlave seen-.in the
measurements by (Rama' Rao et al., 2006), the extent of severlty depends on the

!

signal frequency. At pio. 75, a route to nonlinear regime of the |rregular|t|es

gradient has just been reached. Here, thé scintillation effect on.sighals will be weak
and tolerable Ioss of signal may be experienced. Below this p- parameter the growth
of the irregularities gradient is linear. Under this condition, scmtlllatlon effect
becomes so infinitesimal.
5.2 lonospheri¢ lrre_gularities Thickness and Their f Impacts on
Transionospheric Radio System -
Figures 4.2 and 4.3 show the graphs of the mutual _coherencc;, t’unction ]F]
against the fractional frequency separation X, for the two operating frequencies,
125 MHz and 1.6 GHz (range for GPS frequency) at two different thicknesses of
the irregularity slab. All the graphs have a common feature of decrease of the
mutual coherence function with increasing fractio'nal" frequency sepatation.
Specifically in Figure 4.2, there is a sharp descent stgr_ttng from a value of 0.7 for
the mutual coherence function and a correlation value in the neighbourhood of 60%
for the 125 MHz operating frequency. This value rises to above 70% for the 1.6

GHz operating frequency. As mentioned earlier, a unit value “for the: mutual
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coherence function depicts normal undisturbed ionosphere where there is no
fluctuation. In all the graphs, the mutual coherence function starts with a value
lower than unity which literaily translates to fluctuating ionospheric conditions. As
seen in Figure 4.2, the mutual coherence function has a value-of about 0.9 for the
‘ o .

least fractional _fréquency separation (X=0) at 125 MHz, while a value close to unity
is attained.at 1.6 GHz, hence minimal fluctuation is expected at this operating
frequency. If the thickne;ss ::)f the irregularity slab is increased to about six times its
original value, the valuelof the mutual coherence function drops to about 0.5 for the
same fractional frequenc& separation due to the enhanced fluctuations caused by the
increased thickness (se&__a Figure 4.3). 'This value also dropped to 0.7 for 1.6 GHz
operating frequency under the same condition.

In Figures 4.3, the thickness of the irregularity slab has increased to about six

times the original thickness. Here, £, =1.272 and 0.102 for operating frequencies

=125 MHz and 1.6 GHz respectively. Because more scattering is expectea due to
the increased number of wave scatterers, the signals decorrelate rgp}d_ly with loss of
coherency in bandwidth when the fractional frequency separations are 40% and
60% for the operating frf;quencies =125 MHz and 1.6 GHz respectively (see
Figures 4.3). In other words, the tolerable bandwidth has been reduced, as contrary
to the initial slab thickne_'ss. where broad bandwidth is guaranteed. For inst;ance,<
using a centre frequency of 1.6 GHz under that moderate condition ;vill still
accom‘m'odate fractional frequency separation of over 70%. This is also
corroborated by the measurements by Rama Rao et al. (2006) (Figure 5.2): that is,

the severity of scintillation impact depends on the frequency of propagétion.

- “
-

e
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Itis wqrthy to mention that the fractional frequency separation, X, at Which the'
mutual coherence function almt)st disappears or decreases to a specific level is
referred to as the coherence bandwidth, and it is a measure of how two waves

]

transmitted simultaneously at different frequencies are correlated. The inverse of "
R

the coherence bandwidth is ttle pulse broadening (Green, 198 1).

3.3 Observed Ionospheric Data

Spread F irregularities t!re the most common F-region irregularities with the
potential consequences on GPS-based technologies. Thesé are turbulent processes and
plasma instabilities that grow and evolve in the night-time equatorial ionosphere
(Fromouw, et al., 1978).

In the past, authors such as Calvert and Cohen (1961} an(‘i;dedm'an and La Hoz,
(1976) parameterized spréad F records in terms of altitude, time evolution, scale
sizes, vertical and zonal drifts and magnetic aspect angle dependence of 3m. In Figure
4.4, spread F records that were measured at Jacamarca on the 17th October, 1994 are
shown. These recqrtis indicated the evolution of spread F irr(;gulariti'es to altitude of
the order of several hundreds kilometres. Between 2030 and. 2200 hrs, the
irregularities spread uniformly within the F-region height at the carrier-to-noise ratio

(C/No) of about 22dB to 24dB. This is the measure of the modulatmn that the

iregularities will impose on the transient GPS signals. GPS receivers are designed to

- “

- maintain lock under SCIlltlHathI'l depth of 22dB; this implies that" scmtlllatlon actlvrty

higher than this value may impose unfavourable consequences on the performance of
GPS-based navigation systems. Valladares et al. (2001) posited that extension of

ionospheric irregularities ito altitudes of 500km and above signifies that the
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irregularit-ies are of small scale sizes, which is more problematic to GPS signals. This
phenomenon occurs between 2030 and 2100hrs; 2200 and 22§Ohrs.

In a similar interpretation, Figure 4.6 shows the raw carrier-to-noise ratio (C/No),
and the corresponding scintiliation intensity index measured with an Ashtech Z-12
receiver at Ascension Island on the 16th March, 2002 for PRN 8 satellite. We must be
reminded that this date is equinoctial date during high sqlar period, where scintillatiqn
event is expected to attain maximum occurrence, hence, a very good campaign period
for observation. The rap.id. fluctuations in the C/No between 2105 and 2205hrs
indicate modulation effect (scintillation) imposed on the signal by the ionospheric
irregularities. Within this window, the C/No is about 22-24dB over the mean average
(indicated by the red rectangle), and the corresponding scintillation is 1.0 and above,
which portends danger to GPS service as earlier explained’. These figures further

confirmed that scintillation is a post sunset event (Carrano, 2007).

In another observation, data were collected by Garmin receiver at Sao Jose dos

Campos in Brazil between December 2005 and January 2006. This receiver is certified

for aircraft navigation with vertical guidance; hence, its performance evaluation during
scintillation is essential to assess the iml;act of scintillation on GPS navigation.

These records (Figure 4.8) show carrier-to-noise density ratio (C/No) of PRN 29
recorded by WAAS Garmin receiver during scintillation event. C/No fluctuation was
as high as 20dB. Red points on the figure indicate that phase lock of this satellite
signal was lost at corresponding epochs. It is observed also that the receiver lost high

elevation satellites under strong scintillation in addition to-Jow elevation satellites.
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Loss of high elevation satellites due to scintillation poses serious Ahazard to GPS’
navigation.

GPS avionics on aircraft require at least four satellites with good geometry for
correct navigation solution. Hence, loss of carrier information due to scintillation
could be hazardous to GPS navigati'on if significant numﬁer of satellite signals was
lost sin_lultaneously. Seo et al. (2007) concluded that even under intense scintillation,
the percentage that two satellites will be lost simultaneously is 0.5%, which is still
toierable for navig?t;io_n applications. However, this conclusion may be invalid if the
scintillation patches Ecover large portion of the sky at the same time.

On close obserQation, the anfalysis of Figure 4.9 indicates the percentage that a
fixed GPS receiver during scintillation period in solar maximum can reacquire
successfully four or more satellites channels in the first fifteen second before slight
departure from the ICAQ’s requirements for availability, 99.999% to 100% (ICAOQ, -
2000; and Van Dyke, 2001). At the twentieth second, the availability comes to 97%.
Similarly, when five or more satellites were considered, the ICAO req;Jirements were
satisfied for the first ten seconds before departure is experienced, and this departure
drops to about 93% at= the twentieth second. Low percentage (less than 99%) of
satellite channels availability may hinder the capability of the receiver to calculate
navigation solution under scintillation effect, especially, when this effect ovcrride'g the
availability of at least four satellites with good geometry (which is the leést condition
for correct navigation solution).

Overall, for the first ten seconds, the fixed GPS receiver shows excellent

performance of re-acquiring five or more satellites channels successfully. with 100%
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availability. This depicts the benefit of short re-acquisitibn time. Although this
investigation reveale{i that losing track on too many satellites by a receiver may be
rare. However, in order to obviate aviation disaster in event of unexpected
simultaneous deepl signal fading on aviation GPS receivers, though, conservatively
expensive to achieve because of significant tradeoff between antenna gain and
directivity; it is suggested that intended GPS receivers for transequatorial aviation
applications must be enhanced to cope with fading of over 25dB-Hz, and short re-
acquisition time. Synthetic aperture type antenna may be excellent for such receivers’
design. Precisely, re-acquisition of less than or not more t_han 10 seconds is needed for
aviation applications (as shown by the green dash line bollf;déry in F i‘gui‘e--4.9). This is
in agreement with the ICAO recommendation of 99.999 to 100% availability, and 10
seconds time to alert for approach with vertical guidance-1 (APV-1) and 6 seconds time
to-alert for approach with vertical guidance-11 (APV-II) (ICAO, 2000, Van Dyke,
2001). This is the same for CAT 1 precision approéch (.instrum'ent guidance ddwn to
decision height of 200 .ft (60m)), and just 2 seconds for CAT [I/IIl precision
approaches (instrument guidance down to decision height of 100 ft (30m)) (Viarrsson
et al., 2001).

The records shown in Figure 4.7 explain the carrier-to noise ratio outputs for all
eight satellites in view for a GPS receiver located at thé.A5ceﬁ;;0n “lsl;md du;ing
severe scintillation effect (S4 index greater or equal to unit), in a.year of solar
maximum on the 18th March 2001. This observation was carried out at a short period
(just 100 seconds) to'l observe the possibility of simultaneous loss of; satellite channels

to fading. Frequent deep signal fading of almost all the eight satellité's in view are
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observed. The question is that, is there any possibility of losing all eight satellite -
channels (PRNs; 1,2, 4,7, 8, 11, 13, 17) or more than 50% of the eight channels at the
same time? ;

As it has been mentioned earlier, deep signal fading of over 22dB-Hz can break
the GPS receiver’s carrier tracking lock to a satellite channel (Brown et ;11., 1998). The
lost channel cannot be used for position calculation untii it is re-acquired back to
sustain continuity. If the lost channels are just one or two, and provided that the GPS
receiver can still view at least four satellites with good geometry. cdnvenientlj/, such
loss may not portend serious consequence Tor navigation se;‘vice. Otherwise, if mdny
channels are lost simultaneously, thereby allowing the receiver to view 'iess than four
channels, error is bound to oécur in the navigation solution. This portends great. risk
for aviation applications. Protracted deep fades may cause ovcr-riding continuous
resets of carrier smO!()thing filter, and this often shortens effective smoothing times
(Seo et al., 2007). Less smoothing Jeads to higher noise levels, and lower availability
of navigation service.

From ti‘le analysis of Figure 4.7, almost all the satellite channels in view by the
receiver suffer deep fading, though not simultaneousiy. This implies that the receiver
did not fail to track multiple satellites simultaneously. Deep signal fadipg of different
satellites do not usually happen at the same time. Hence, if a receiver can re-acquire a
lost satellite before it losses another, simultaneous loss \-.;\:i.il'l definitely be averted, and
consequently reduce the impact of scintillation on GPS navigation.

Figures 4.5 (a, b and c) show the measurement of total electron content (TEC) by

an Ashtech Z-12 GPS receiver located at Nairobi, Kenya. These records were
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observed for three consecutive days (Ist, 2nd, and 3rd) in Decem ber, 2008. The three
plots have similar features with the maximum crest between 1200LT and 1600LT, and
trough between midnight and 0600LT. This is expected because the sun is just about to
set at this period, therefore, production of electron for the enhancement of ionqspheric
clectron density is Iow. On the average, less-than S TECU was observed for the three
days during these hours. Similarly, the crest observed bet\&"een 1200LT and 1600LT
(25 TECU on the average) was'due to the sufficient solar energy that radiates on the
ionosphere to enhance electron production.

This analysis validates Appleton’s postulation that maximum electron production
is expected when the éun is overhead (Ratcliffe, 1972). Afler this time (1200LT-
1600LT), the TEC begin to decay to a.nother minimum valley at the next midnight.

:
5.4 Simulation of GPS Pesition Fixing

With the inputs parameters earlier shown for the simulation of the user position
for eleven satellites in view by the receiver, the user position obtained are; on latitude
007.0°, l(;ngilude 015.4° and altitude 8.94393x10" m. “

Following a least squares approach, our code provides~m¢qns o_f' de;termining the
unknown four user position variables for a _receiver with clear_ view of many a;ateilites.
Under practical application sense, GPS receivers always have six to eight satellites in
view. The maximum that can be seen at any instant in time for a receiver with a clear
view to the horizon is twelve satellites (Carrano, 2007). By‘ implication, thisﬂleads to

superfluous linear systems which needs optimization technique for unique solution

(see appendix A3 for details on the optimization technique (Least Squares Method)).
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Tracking more than four satecllites by a receiver has some obvious advantages.

The probability of maintaining track on at least four satellites is enhanced for a

receiver antenna with translating obstacles across its view, even when track is lost on

some of the satellites. In addition, the error in navigation solutiﬁn is minimized when a
receiver tracks more than four satellites {Tsui, 2000).

To further elucidate the concept, we simulate the case of 'a GPS receiver that is
simultaneously observing seven satellites. The satellite input parameters for the code
have been carlicr discussed under computational algorithm. With these parameters, the
code fixed the user position on latitude 007.0°, longitude 015.4° ana altitude
8.94393x 10" m, geographically; this location falls very close to Nigerian airspace,
albeit in Cameroon. This location has practical relevance to ionospheric m(.)deling
community in lha't it falls within the Appleton anomaly region where scintillation has
been known to constitute threat to communication and navigation systems on daily
basis. Many GPS receiver’s network has been set up across .the equatorial aﬁomaly
region starting from South America region through to the Sguthem Asi;\fNorthern
Australia region, but unfortunately, the distributions of these rec‘eivers is sparse in the
Aftica region. Considering this region for distributions of this gquipment will enhance
research efforts that can consequently put our findings on a firmer footing.

5.5 Applications of Study to Aviation Safety ~ > e
The essence of air traffic management (ATM) system is to provide guidance,
separation, coordination and control of aircraft movements. As mentioned in the

introduction, the need to control large trafTic has subjected ATM systems all over the

world to some limitations that usually necessitate stacking and holding of airplanes on
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arrivals. The consequence of this is excess fuel bummt and emissions. IPCC (1993)
pointed out that if these limitations could be addressed, which of course, is one of the
cardinal objectives of this study, aircraft fuel burnt and emissions will be reduced in
the range of 6 to 12 %. o

As we mentioned earlier, GPS receivers have capability of detemininé the user’s
position in terms of geographic latitude, longitude and altitude. Before application of
the technique presented herein, a prerequisite condition is that all airplanes plying the
airspace must have GPS antenna/receivers mounted on them and that such receiver
will be capable of encoding its position via radio infrastructure, and retransmits it to a
visual display unit at a control tower that has jurisdiction over the Iairp_lane, S0 as to
ascertain its position on the grid calibration at any point in time.

‘With this concept, the position of an airplane can be easily known in the sky.
Consequently, effective traffic control can be guarantee/d when .there is need. to
control large traffic. With GPS-based control mechanism, efficient multilateral
separation of airplanes can be sustained (Burnley, 2008).:An0iher important benefit
of the concept is thlat, it is environmentally friendly. Airplanes can be flown al
continuous (green) d%ascent/approaches: in a progressive down-stair manner at/or near
idle power with enhanced thrust each time the airplanes level off, thereby reducing
environmental pollution (emissions andj noise) (Standar, 2008). Also business-driven
operations can be atta‘ine(_i using this technique: In achieving this, controllers and
pilots must ¢ontinuously iterate flight landing time by synchronizing system’s time
with reference to that of GNSS satellites so as to know accurately the airplane landing

time. With this, airline operators can achieve effective flight scheduling.
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In the area of emergency management, the technique provides an easy referencing
of any location within flight routes of the airspace. As briefly mentioned in the
airspace grid referencing (see Figure 3.1), any particuiar grid where there is a
problem can be easily referred so that emergency response agen'cies can be dispalched‘
to reach the scene at minimum time. On arrival at the specified grid and the distressed
airplane is not quickly located, a specified radius of search has at least been establish
upon which the airplane will be located on thorough sgarching_.;_ Similarly, GPS
receivers can be mounted on emergency vehicles as earlier explained for airplanes,
for efficient coordination of resources at emergency scenes under a separately located
control point where a visual display unit will be used for coqrdinatidn (Hofmann-
Wellenhof et al., 1997). Any emergency vehicle that is approaching _obstaclelhjlch

can be redirected to en-route via a safer path (Fire Service Manual, 2006).
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CHAPTER SIX

6.0 SUMMARY AND RECOMMENDATIONS

This thesis preseﬁted the role that the transionospheric radio (GPS) systermn plays
in enhancing ‘aviation safety. Ionospheric irregularit.ies impacts severely on
transionospheric radio (GPS) systém. In a view to give adequate explanation of the
formation and evolution of these irregularities and their consequences on
transionospheric radio (GPS) system, two numerical modeling efforts came to play:
(i) Nonlinear dynarﬁics model, and (ii} Phase Screen .Model. The mitigation
stratégies for these potential consequences on transionospheric radio (GPS) systems
were proffered. Ané]yses of some ionospheric observables that were measured at
some _stations within the equatorial (Appleton) anomaly\- éiidwed'thai scintillation ts
a post isunset event, and that when intense, it could be hazardous to GPS-based air
navigation service délivery, by imposing suppression on the carrier signals. Finally,
the importance of GPS-based technology in enhan.cing aviation safety was
discussed. -

The nonlinear dynamics model was used to establish the features of ionospheric
irregu[aritigs growth and evolution. The invesligation__re\;ealed that ionospheric
irregularities grow and evolve via bifurcation patterns, and that nonlinearldynamics
processes are responsible for the formaﬁtion of ionospheric irregularities through
vertical upwelling of ExB drifis of ions and electrals in .;;gi():n ;Jf plasr‘na

depletion, which are in agreement with the conclusions drew by Calvert and Cohen
R g -1 : '

(1961), and Hudson (1978).

L

K
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From this approach, a map of ionospheric irregularities growth and evolution
was obtained via numerical iterations. In the nonlinear regime of the'map, the
density irregularities gradient attained maximum values of E | which was analyzed
to be corresponded to extremely strong scintillation.;:ond‘;ti;)n where the ‘amplitude
scintillation index, S, =1 (100% occurrence) which may portend significant hazard
to transionospheric radio system (GPS) service availability and continuity,
especially when impacts are simultaneously on (oo many sate‘llites. For S, = 0.5;
representing the neighbourhood of the commencement of bifurcations, moderate
scintillation may be expected at this point, and at points lbefore, the traversing si gnall
will undergo weak scintillations.

| The map was .compared with experimental measurerﬁents.Overall, it shows

good agreement with experimental measurements. In the simulation, only density

-

irregularities gradients with a factor that is related to the strength of the
irregularities were varied, but at the end, the study added along-side with’the

analyses, some relévant parameters such as total electron content (TEC), and

i

scintillation index ({S‘J (Briggs and Parkin, 1963; and Fremouw et al., _1978)‘ :
The second namerical model was based on principles of optics, whereby the
ionosphere was assumed to be bounded below by a thin screen (phase screen), so
that traveling radio wave through it suffers diffraction patterns.
The correlation between frequencies of propagation in a fluctuating
transionospheric link has been investigated using mutual coherence functions.

Markov random process and parabolic equation approximations were used to derive

the two frequency two position mutual coherence~functions with effects of
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scattering taken into cognizaﬁce (Gherm and Zernov, 1998). The results revealed
that the level of coherency maintained by transmitting radio signals through the
ionosphere depen_ds strongly on the centre frequency of propagation, which was in'
consonance with’ experimental measurements by Rama Rao et al. (2006). For
inétance, good coherency is maintained at the L-band propagation frequency (GPS
frequency), relative to the VHF band -frequency und.erl"‘. the same ionospheric
conditions.

.An;ther important inference is that the propensity for forward scattering, which
impacts fluctuations on the traversing signals, is enhanced by the increase in the

¥

thickness of the irregularity slab. Under these cond:itions, signals_are rapidly
decorrelated and loss of coherency in bandwidth is experienced. This implies that
the sustenance of coherence bandwidth depends on tﬁe concrete conditions of
propagation. |

Analyses of relevant ionospheric parameters, measured at different stations
(with?n the equatorial anomaly) at different times and seasons indicated that the
impacts of scintillation on GPS-based navigatidn fécililies can only I;oe hazardous
when too many satellites’ signals are lost to deep fadihg’i__(_grheate_r lha}n 22dB-Hz) at

exact the same time, to the extent that the receiver ¢can no more view up to four

satellites at good geometry for proper navigation solution.

This situation was not noticed throughout the investigations. This implies that,
even under severe scintillation conditions like the records considered in this study, the
hazardous situation may be rare. However, in order to obviate aviation disaster in

event of unexpected simultaneous deep signal fading on aviation GPS receivers,
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though, cons’ervati\;eiy expensive to achieve because of significant tradeoff between
antenna gain and directivity, we suggested that intended GPS receivers for
transequatorial aviation applications should be enhanced to cope with fading of over
25dB-Hz, and short re-acquisition time of less than 10 seconds. This is necessary for

the overall reliability and robustness of satellite communication and navigation

systems. ‘

Thereafter, the underlying principles on which GPS operations are based were
looked into, especially as on how it determines the position of its user. Ordinarily, -
under clear view, at any time and any location on llﬁe earth, GPS receivers can
observe four fo ﬁa}elve satellites (Van Dierendonck, 2005; and Car.rano, 2007}. In
event whereby more than four satellites are being observed, the study provided a code
that reduces superfluous unknown variables to a system of four ;rariab[es by
multidimensional Newton-Raphson technique, and thereafler solved by Gaussian
elimination approach. At the end, a case study of a recgiver tracking eleven satellites
simultaneously was simulated, to further elucidate the -operatipnal princibles of GPS
receiver. Q

For applications in aviation industty, a GPS-driven airspace availability
optimization technique whereby airplanes can be flown ‘gl_fﬁciently by controllers at
(a) minimum multilateral separations, in other words, flying many airplanes
silmu'ltane'ously, (b)‘c‘ontinuous descent ‘(greén) approac‘llés, in progressive down-
stair technique at/or near idle power and enhance thrus‘_t‘ at level off points, thereby

reducing fuel burnt (emissions), and consequently reducing environmental impacts,

(c) more business-driven opportunities; with GPS, the exact time of airplane
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landing can be predicted and as such, attaining effective flight scheduling..Also, the

I " .
concept brought insights into how a robust aeronautical search and rescue (SAR)

o

mechanisms can be designed for each state of the world.

6.1 Significant Contributions to Knowledge
This thesis has contributed l(; knowledge in the following ways:

1. Previous studies indicated the nonlinearity of ionospheric 'irregularities
spectrum. In the present study, a numerical approach has been used to deveiop
this nonlinearit); via ‘nonlinear dynamics model’ so as to establish adequate
explanations of the growth and evolution of thesé irregularities

2. This st'udy concluded that sustenance of radio transmission coherency through

the ionospheric irregularities depends on the thickness of the irregularities and

the frequency of propagation.

3. Previous studies emphasized ‘polenlial consequences of scintillation on GPS
system. Analyses of data from the present study rev'é'gled that the effects of such
scintillation can only be hazardous to GPS systems when too many satellites’
chanﬁeis are simultaneously Jost to scintillation (fading), which was rare during
observations. However, in order to guarantee safety under anomakilus
conditions, the study suggested that intended GPS 'll'eceivers for tran'sequatorial
aviation applications should be enhanced to cope with fading of c;ver 25dB—sz

and short re-acquisition time of less than 10 seconds,
4._ This study provided numerical insights (simul_ations) into operational principles

of GPS receiver, especially on how it determines the position of its user in a

manner to assist future modeling efforts. : -

~
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5. This study provided GPS-driven techniques for the enhancement of aviation

safety. These techniques are presented in two categories: GPS-driven airspace
availability optimization technique and a robust aeronautical search and rescue’

(SAR) mechanisms.

6.2 Limitations and Future Directions

I. Large volume of multi-station data from equatorial anomaly longitudes will help

-

to define firmer climatology for better assimilation anld predictions. Also, the
data used in the analyses-are from fixed/stationed GPS receivers, future efforts
should validate the conclusions from this thesis by taking data from receivers on
moving platforms (aircrafis) to observe Doppler effects on measured data.
The effort in applying GPS to enhance aviation safety is still hypothétical, an(~18
as such subject to practical rarﬁiﬁcation by the International Civil Aviation
Organization (ICAQ). Therefore, when definitive footing is established, this
study should be applied to encompassed the entire globe. Another caution is that
conventional radar should still remain as backup to GPS-driven technique in

case of impacts that may arise from unforeseen ionospheric variability (Groves

et al., 1997) or men of malicious intents.
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APPENDICES {
Appendix A: Numerical Techniques .
Appendix Al: Trapezoidal Rule 1
!
|

Program Trapez

C Program to solve for an integral of a functibn using
C Trapezoidal. Rule i .
C Program written by Akala A.OQ on the 28th Nov., 9006

Real Integ k
Y{X)=£{X} ‘

Write {(*,*)'Enter the values of Xo,Xn,No. of;subintervals‘

Read (*,*)Xo,%¥n,HN
H=(Xn-¥o) /N
$um=Y{Xo)+Y(Xn) ;
Do 10 I=1,N-1 ) i
C Adding all values of Y together }
' Sum=Sum+2.0*Y (Xo4 (I*H}) |

C Multiplying the sum by the step and then d1v1ded by 2.0

"Integ=(H/2.0)*sum
10 Continue - - :
Write (*,20)Integ - f
20 Format (5x, 'The integral=',F7.3)
Stop N : !
End

Appendix A2: lterative Method for Difference Lquallon
Program equat i

C Frogram to solve difference eguation using iterative method

C Program written by AKALA A.0 on the 12th Aug},2007
Open(Unit 1,File="Resi.cut',Status="New')
Write(*, *]'Enter the Number of Iteralicns'
Read(*, *)N ;
o Values of p are generated from 0.1 te 2.0 {
p=0.099+(0.001*J)
X=0.01 '
10 Do 45 J=1,1901 :
15 Do 40 I=1,N i
p=0.099+(0.001+*J)
X=1.0-(p*(X**2))

C Only last hundred itrations are retained for dvery value of p

If (I.GE. (N-200.0))Then
Write (*,32)p,X
Write (1,35)p,X

Else
End if ’
32 Format (5x, F5.3, 2x, F9.7)
35 Format (5x, F5.3, 2x, F9.7) -

40 Continue
45 Continue-
Stop
End

Appendix A3: Least gquares Method (Pseudo-inverse Applicatio )

D e et e

An over-determined linear equation is defined in matrix notation as

)

e
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AX ~ b | (A4
where 4 is mxn matrix (m>n), X is an unknown n-dimensional parameter
vector, and bis a known measured vecto;. Our interest is to find the solufion of €q.
(A4.1). A being a non-square matrix makes direct exact solution of eq. (Ad.1)

E

impossible. Under this condition, the number of equations (m) is more than the

[

number of variablqs (n). To determine unique solutions for such equations. an
optimization technique is used. To this end, we define a residual r, oflleq. (Ad4.1)as:
r=Ax-bh.

The Euclidean norm squared of the residual is minimized fo allain an

oplimization procedure. The Fuclidean norm squared of the residual is defined as,

n 2
I = > q4ax] ~b,)  i=123m (A4.2)

per

where [Ax]. represents the i-th component of vector Ax We can
simplify eq. (A4.2) further by adopting the princiﬁié- of least squares. In n-
dimensional Buclidean Space, the squared norm of a is a'a, ‘(Kreyz:sig, 20059),

where a’ is the transpose of a.

la’ = @,2)=a"a (A4.3)

Equation {A4.2) can therecfore be re-wri.lten in form .of eq. (A4.’3) as,

||r|f = (Ax — b)Y (Ax = b) = (AX)" (Ax) = b" Ax - (4x) b +b'D .(/\4'.4a)
but, b’ Ax = (Ax)" b, therefore,

(Ax - 1) (Ax - b) = (A%)" (4x) = 2(Ax) b+ Db"b (A4.4b)

- w
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The minimum value for the Euclidean norm squared of the residual can then be

determined when its derivative with respect to x assumes value zero, that is.

—;"—[(Ax)"'(Ax) —2AX) b +b'b|= 24" 4% =24 = 0 (A4.5a)
ax .

From eq. (A4.5a), the minimizing vector x is the solution of the normal

equation. Thus,

A"Ax = A"b (A4.5b)

Vector % can be-easily solved by multiplying (4" 4)"' by A'b. The product
(A" A) results to an inverlible symmetric square matrix unlike matrix-A.
Y |

x=(A"A)' 4D (A4.6) .

’
¥

where (A" A)"' A7 is the pseudo-inverse of matrix-A (Ts’ui, 2000).

Appendix A4: Software Approach to GPS User’s Position
Fixing

Program Range
C

Program written by AKALA AO on the 20th Jan., 2008
Real lat, long, L, Lc,lpe !
Parameter {N=N}

Dimension S{N,3),Rg(N),R(3},a(N,4),Pr[NJ,dl(d),ng(N],h(N,ﬂ)
Dimension,piqv(N),C(N,4),D(N),dx(a),bias(ﬂ)

Open (unit=1,file='satl.out’,status="'new")

C

»

Enter the user guess position coordinates and the cleck error

Write(*,*)'Enter user guess positidns and clock error'
Read(*,*)X0,Y0,%0,b0

R{1}=X0

R(2}=Y0

R{3}=20 ‘

bu=h0 !
Enter the satellite position in matrix format
Write(*,*)'enter the satellites positions’
Read (*,*) ((S(i,3),3=1,3),1i=1,N)

c Enter the premeasured values of pseudoranges for gaéh

i
C satellite

Write(*,*) ' 'Enter pseudoranqge values'

"
Read(*,*) (Pr(i),i=1,N) '
Write(*,*)'Enter satellite bias values'
Read(*,*) {bias(i),i=1,N) ,
5 Do 10 i=1,N :
8

Rg(i)=((S(i,1)-R({1)}**2+(5(i,2) ~R(2))**2+(5(i,3]-
* R{(3))**2)**0.5

1
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10 Continue ' ‘ ' i
write(*,*) (1,Rg(i),i=1,N)

C R R R R R R R R SR NN RN R R R EEEE RS R R ERE N EE RN I I IR A I
C Generating the first three c¢eolumns for the a-matrix
12 Do 20 4=1,3 ‘
14 Do 15 i=1,N
al(i,3)=(8{1,3)-R{3)}/Ra (1)
15 continue
20 continue
C Generating the fourth ceolumn with ones-element
Do 22 i=1,N .
a(i,4)=-1 . -
22 continue - o000 '
C Determining the product of transpose of matrix A and A
do 39 j=1,4
do 35 i=1,4 ;
C({i,31=0.0 .
35 continue !
do 40 i=1,N :
do 36 k=1,N i
Cli,jy=cfi,jr+lalk, j1*alk, i)) ;
36 continue .
40 continue e e
39 continue !
C *'I"#*U'J**'{‘**‘i*******&"(!*‘lz'l,i*'}'lﬁ'\}\",ki‘tl‘i\l"#tli‘d‘*ii'li*‘lili'l'*l3'1'l"‘i'
C Determining the 'change in range :

)

Do 44 i=1,HN
dRg{i}=pr (i) -Rg({i)-bias(i)

44 Continue
o 46 i=1,N
D(iy=0.0

16 continye

Do 49 i=1,4
Do 47 k=1,N ;
D{i)=D(i)+a(k, 1) *dRg (k) I

47 continue

49 continue
C :lv~ir*ii****-************i+++***+‘§+**-j-l—++.*‘i-jr*-lii‘-l-*.&‘l.*.i‘llh‘ii}-‘-l
C Determining the augmented matrix - |

Do 52 3=1,5
c{i,5)=D(i)
continue i
C Solving the augmented matrix with Gaussian Elimination
Do 54 3=1,3 ‘
Do 54 i=j+1,4
T=c{i,j)/cli,3)
Do 54 k=1,5
cli,ky=c(i,kK)-c(j,kK)*T -
54 continue ‘ : '
dx{d)=c(4,5)/c{4,4) i
C +#ssvit3Srarting the back substitution procedure®**#*«t++d
Do S8 i=3,1,-1 :
sum=0.0 |

Lo Do 57 j=i+1;4 . :
— dx (4)=c(1,5)/c(4,4) |
Sum=sum+c (i, j}*dx(J) o

dx(i)=(c(i,5)—$um)/c(i,i) |

w
[\N]

:
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57 Continue
58 Continue
bu=bu+dx {4}
61 Do 62 k=1,3 i

Rik)=R(k)+dx (k)

62 Continue : )
error={ {d{1}**2} 4 (dx{2)**2)+ (dx(3}1**2))**0.5
Write(*,*) 'Enter the threshold value'
Read{*,*threshold
if(error.LT.threshold) then

goto 5

else :

goto 64 - i~

end if .
64 Write(l,™*)

Write(l,*)'The user position in cartesian coordinate'
Write(l,*) (i,dx(1),i=1,3)
Write(l,*)dx {4} ‘
C **Converting the results to spherical coordinate system***
rse={dx (1) **2+dx (2} **24dx (3) ¥+ 212 0.5
C ***petermining the latitude and longitude of the usep*:**+*
Le=ATAN(dx (3) / {{{dx (1) **2)+ {dx (2)**2))**0.5))
lohg={ATAN (dx {2} /dx (1))) % (180.0/ (4. 0*ATAN(1.0)})
***longitude in conformity to practical earth geometry**“'“
e=1.0/298.257223563
65 1pe=Lc

9]

f”ﬁk 66 L=Lc+e*SIN(2.0*1pe)
%i'f . erroZ=ABS(lpe-L) ' :
if{erro2.GE.1.0)then
goto 65 '
else .
lpe=L :
BB=SIN(1.0*L)**2
end if
lat=L*{180.0/(4.0*ATAN(1.0)))
re=6378137.0
alt=rse-re*(1.0-e*BB) i
Write(l,*) :
Write(l,”*)'The user latitude, longitude and altitude’
Write(1,68)1lat & ’
Write(1l,69)long
Write(l,*)
Write(l,*}' alt='
Write(l,*) alt, 'm’ '

68 Format (2x, "lat=",F6.1, 'deg'}

69 Format (/2x, 'long="',%6.1, 'deg") ;

70 stop . .
end i

Sanmple Cutput:
The user position in cartesian coordinate L .
1 91709040.000000 2 25230180.000000 3 11567490.000000
74334980.000000 ;

4 The user latitude, longitude and alltitude
lat= 7.0deg
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long= 15.4deg

alt= '
89439300.000000m

: i
Appendix B: Transformation of equations (3.32) and (3.33) to (3.37) and (3.38).

It has earlier been shown in the mains that! r=pfl , E=x/l ,

n=y/l,, (,"zz/k I? o =0,(1-X), o= a),,(1I +X)., k =a,/c:

ne

(s(@) = (-, [0?). -

Using the above expressions, it implies that,

k=Za(-Xx) and &, = 2 pa- x)
C C

(B

where a = [I - {(wp/ru,j/(l Xy }]2 and 3= [l - {((op/m,,)iz/(l + ))?}]12'

The partial derivative of the correlation function in z! can be expressed in
1

dimensionless form as,

or I
G . (B2)
& ko ;

ikt

Also, V2I" is now represented in terms of ¢ an(% 7.

k, -k ‘ . X - - ,
___;kk'vil_zklﬂ [(Mﬂ)zz;ﬂ Gt N (B3)
172 ()] . .

Defining, :

D=af(l—-X?*) and B, =[(@+ )X +B-al2D. then,

[k =k o2 . BVAD | X
2 Mgl A ‘ _ B4
l( 2k’|k2 ) * J ku]r? E ( )
2
K2 k2 = %’_[ﬂ’(l + X+ at(1- X)) (BS)
1
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4 2 '
. ik =22 D 5 kk, =22 p ' (B6)
c c ‘ .
|
In equation (3.44), B, = [I + X a)[,/r )ZJ/D therefore.

k(K2 + k2 2 N
~ (; AAN(O)-{-WAAN(p) I'=

8|\ Kk ik,
) i .
1ye,) [ |- - : ’
=2 | B BoA () +— A, (B [T S (B7)
4\ o, ) D - .

Adding equations (B2), (B4) and (B7) together,

] ' 33 {(AN/N? .
a—]+.;'.B.ViF+[lJ{&J g (/) [BA,W(O) Ly, n)}l"—“ ’
o¢ @,

o) 0. o))
ol
{ 138)
L (
. Appendix C: Application of Wentzel-Kramer-Briollouin (WKB) Approximation
(Budden, 1985, ch.7).
As expressed in equation {3.50),
I = exp- (CB,G(0)C +¢), I” = expgp (C1)
o¢ _ C T
ac ¢tV - SGE et =0 | (€2)
If the initial condition ¢(p,0) = 0 is applied, then, equation (C2) will reduce to,
| ,
¢ . 2 2 C . !
o IB(Vig-(Ve)) 5 (&) | | (C3)
Equation (C3) can be expressed in terms of the T, by ;using the differential
;— .
7

cquation below,
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e

ar, . ' C
"éhg]" + JB(ViIL — (V)Y - EG(rﬁ,rz)E =0

ar, _or op _or
a o o ok

Therefore,

d

(C9)

(C5)

For a simple isotropic case, the non-linear term (VT)? cap be neglected. .

T,

Adopting the same process but with an mltlal condmon I(p0)=1,

ar,
ag

—L+ jBViT,
¢ SV

— 4 %G(f 77)1"

C .
- BG(rfJf)l. =0
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